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Abstract— To guarantee real-time behavior of an embedded
application, a schedulability analysis can be used. Such an
analysis requires the worst case execution time (WCET) of the
application. While several academic approaches to conservatively
bound the WCET have been proposed in the last decade, common
practice in industry remains simulation and software tests.
One reason is that industrial requirements are not sufficiently
addressed by academic approaches.

In this paper we identify important industrial requirements
for WCET-analysis tools. Then, we describe the methodolgy
of a previously developed WCET-analysis approach and revise
important aspects of its methodology and its implementation to
address key industrial requirements. In a large-scale case study
the WCET-analysis tool is applied to a safety-critical automotive
control application to evaluate the applicability of the tool.
Furthermore, the faced challenges and the re-targenting costs
for a new processor are discussed.

I. INTRODUCTION

Timing requirements have become increasingly important
in embedded system design. For example, software control
applications continuously interact with their environment. To
accurately implement a control function, these systems not
only have to perform correctly but also have to provide the
computed results within specified time bounds.

Schedulability analyses are used to guarantee that an appli-
cation finishes within a given time bound, which is also called
real-time behavior. Such schedulability analyses assume that
the worst case execution time (WCET) of each application is
given. Then, the worst case schedule is constructed includ-
ing all interferences due to interrupts, task preemptions and
blocking times.

A simple technique to estimate the WCET is software
tracing and sampling. Industrial tools include RTA-Trace by
ETAS [9], CodeTEST by Freescale [11], and a hybrid tracing
and sampling approach by Nokia [18]. The concept is to
insert measurement points at the beginning and at the end
of each function to measure end-to-end execution times or
around critical sections to monitor special events. The program
is executed multiple times with different stimuli patterns, or
input data. The main problem of such an approach is that it is
difficult to guarantee that all execution paths are covered by the
specified input data. For a full path coverage, an exponential
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number of input data would be necessary, which is strictly
too time-consuming. Safe bounds of the WCET cannot be
guaranteed if only a subset of all input patterns is considered.

Many static timing analysis approaches have been proposed
in the last decade, e.g. [19] [1] [7] [15] [27] [10]. Some
commercial tools for static WCET-analysis are available, e.g.
aiT by AbsInt GmbH [1] and Bound-T by Tidorum Ltd [5]
and industrial experience reports have been published [22]
[6]. Most static analysis methods assume precise hardware
models to compute the execution time of individual basic
blocks. However, the main difficulty is that precise hardware
models are not always available and would be too expensive
to construct.

In measurement-based WCET analysis approaches, such as
[4] [20] [26] [27] [16], a program is partitioned into program
segments, whose execution time is then measured on real
hardware or on processor simulators. The size of a program
segment can be defined in several ways: by a single basic block
[16]; by a measurement block [20], whose size is manually
defined; or by a sequence of basic blocks, depending on the
number of execution paths of the program segment [26], the
structure of the control flow graph [4], and depending on
the input data dependency of conditions in control structures
[27]. The approach of probabilistic timing analysis by [4]
is commercially available by Rapitime by Rapita Systems
[21]. One drawback of this approach is that analysis precision
depends on the quality of test patterns. Test data for just
branch coverage are usually not sufficient to cover the dynamic
timing behavior due to caches and pipelines, as the history of
execution paths is not considered.

Measurement-based approaches have the advantage of being
cost-efficient and easily to re-targeted to new microproces-
sors, as only evaluation boards are necessary but not formal
model of the hardware. From the industrial perspective, these
requirements are very important for a fast development of an
embedded product [14].

In previous work we have developed a static timing analysis
tool SymTA/P, which is based on measurements and static
analysis. The main benefit is its easy retarget-ability to new
processor architectures. The approach can be applied to many
processors in a short time delivering safe bounds of the
worst case execution time. Thus, we argue that SymTA/P
is cost-efficient, because it is simple and not expensive to
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apply the WCET-analysis to a new processor architecture.
However, several assumptions of the tool limit the applicability
to industrial projects.

The contributions of this paper are the following. We
identify important industrial requirements for WCET tools
as a result of a discussion with an automotive manufacturer.
As a second contribution, we describe which revisions were
necessary such that the previously developed WCET-analysis
tool meets these requirements. As a third contribution, we
present an industrial case study in which we demonstrate the
applicability of the WCET-analysis method and describe the
faced challenges.

The remainder of this paper is structured as follows. In
section II we present important industrial requirements for
WCET-analysis tools. In section III we give an overview of our
previously developed WCET-analysis tool and in section IV
we present the revised analysis framework. In section V
we present the industrial case study, before we conclude in
section VI.

II. INDUSTRIAL REQUIREMENTS

Although many methods for WCET analysis have been
proposed in academia in the last decade, very few approaches
are being used in industrial projects. One reason is that
industrial requirements differ from research goals in academia.
The following list is based on [14] and is a result of a
discussion with a automotive manufacturer who supplied the
case study, as presented in section V.

• Safe bounds. The results of the analysis must be safe.
This means that the execution time bound is always larger
than any execution time of the task.

• Integration. The method has to be integrated in the stan-
dard development process. In industry, software is often
developed with model-based tools, like Matlab/Simulink
[17] and source code is automatically generated, e.g. with
TargetLink by dSpace [25] or with ASCET by ETAS [3].

• Easy usage. The tool must work with minimal user
interaction.

• Cost-efficiency. Cost-efficiency is crucial in mass pro-
duction products, like automotive and telecommunication
market. Typically, several processor alternatives are ex-
plored and thus the WCET-method has to be customizable
to a new processor.

III. EARLIER WORK ON SYMTA/P

SymTA/P is an acronym for SYMbolic Timing analysis of
Processes. In this context, a process is a software task, or appli-
cation, that is uninterruptedly executed on a single processor.
In this section we give an overview of the functionality, the
employed methodologies and the limitations of the WCET-
analysis tool that has been developed in earlier work. [27],
[28]

A. Functionality of the tool

The tool calculates a safe upper bound of the WCET and a
safe lower bound of the best case execution time (BCET) of

a task written in the programming language C. The method
supports processors with pipelining as well as instruction
and data caches. The SymTA/P method is cost-efficient and
easy to re-target to new processors because it is based on
measurements on real hardware.

As an additional feature, a safe bound of cache-related
preemption delays for fixed priority preemptive scheduling is
calculated [23]. This is important for a tight schedulability
analysis in case several tasks share the same instruction cache.

B. Employed Methodologies

The SymTA/P method is structured in several modules:
Frontend, Backend, Cache analysis, and ILP solver, as show
in figure 1.

Frontend

Backend Cache analysis

ILP solver

C-code

Execution time interval

Stimuli User

Fig. 1. Overview of SymTA/P tool.

In the Frontend, the control flow graph is constructed from
source code and is partitioned into program segments. These
program segments are as large as possible but containing only
a single feasible path (SFP). A SFP is a sequence of basic
blocks whose control flow is independent of input data. For
example, a for-loop containing several if-then-else statements
whose conditions only depend on loop-iteration variables is
classified as a SFP. A FIRFilter (finite response filter) and
FFT (fast fourier transformation) are further examples. If these
conditions were dependent on input data then, the loop would
be classified as a multiple feasible path, where each program
segment has the size of a basic block.

In the Backend, the program is instrumented with instru-
mentation points and the execution time is measured for
each program segment. Measurements can be done on real-
hardware, e.g. an evaluation board, or on a cycle-accurate
processor simulator. Sufficient test patterns have to be provided
such that each program segment is executed at least once. The
amount of input data for this coverage criteria is comparable
to the branch coverage, which means that each condition is
executed taken and not-taken.

The problem of measurement-based approaches is to en-
force the worst-case initial hardware state. In practice it is
very difficult to specify them at the beginning of each program
segment. In the probabilistic WCET approach by [21], each
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program segment is measured including the effects of the
execution history. Thus, all execution paths are necessary to
detect the worst case execution time of a program segment
because all possibilities of the the execution history have to
be considered. However, a full path coverage is too time-
consuming for large industrial projects. To tackle this problem
in SymTA/P, a conservative overhead is added to the measured
execution time of each program segment to account for the
worst case initial hardware state. The overestimation of the
WCET for a task scales with the number of program segments
on the worst case path.

A static cache analysis for instruction as well as data caches
is based on data flow analysis techniques. These analyses
provide a tight and safe bound for worst case cache behavior.
The analysis supports associative instruction caches assuming
LRU replacement strategy and direct mapped data caches with
write through and no-write allocate write miss strategy. We
further assume a constant cache miss penalty.

The WCET bound is calculated by implicit path enumera-
tion using the technique of integer linear programming (ILP).
The measured execution time plus the time overhead for the
initial worst case hardware state of each program segment has
been determined in the backend and cache analysis module.
The longest execution time of the task can be calculated by
an ILP solver by searching for the longest path (in terms of
execution time) in the control flow graph of the task.

C. Limitations

A research prototype has been developed, however, several
limitations exist.

1) The ability to partition control intensive software appli-
cations into logn SFP program segments is very limited,
e.g. in automotive ECUs. Automatically generated C
source code, e.g. by TargetLink [25] or ASCET-SD [3],
contains long switch-case statements with frequent
function calls in if-conditions. In this case, a SFP
program segment has the size of a basic block. This leads
to many instrumentation points and thus to a higher total
overestimation.

2) Program path analysis to identify SFPs is based on
symbolic simulation and is restricted to a subset of
the C programming language. Most importantly, sub-
function calls, switch-case statements, pre-compiler
statements and break-statements are not supported.

3) Global WCET calculation in the ILP solver module has
been limited to single functions. Sub-function calls are
not supported.

4) The WCET-tool requires Linux operating system. How-
ever in industry, any sophisticated tool has to be pro-
vided for the Windows operating system.

In summary, the WCET-tool has to overcome limitations due
to its methodology, e.g. the partitioning in program segments
(1), and several infrastructure restrictions, e.g. support of full
C syntax and semantics (2), support of sub-function calls (3)
and support for Windows operating system (4).

IV. REVISED SYMTA/P ANALYSIS FRAMEWORK

This section describes the necessary changes and enhance-
ments of the SymTA/P analysis tool to meet the industrial
requirements (section IV-A) and describes the design of the
analysis framework in detail (section IV-B to section IV-F).

A. Satisfying the requirements

The realized changes address technical issues, e.g. the
supported C language syntax, as well as theoretic issues,
e.g. the placement of instrumentation points to reduce the
measurement overhead.

Placement of instrumentation points
First, the placement of instrumentation points is revised. In a
novel instrumentation methodology the number of instrumen-
tation points is minimized while requiring only test patterns
for full branch coverage. The instrumentation method inserts
instrumentation points not at each basic block, which would
be necessary if no SFPs are found, but rather around larger
program segments [24].
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Fig. 2. Control flow graph with different instrumentation points.

The idea is to partition the program into program segments,
which are longer than a single basic block, but short enough
that test patterns for full branch coverage are sufficient. For
this purpose, the instrumentation methodology partitions the
instrumentation points into measurement probes and branch
probes. The term instrumentation point denotes the place in the
control flow graph. The terms measurement probe and branch
probe are concrete implementations for a given hardware
architecture that correspond to an instrumentation point.

An example of an instrumented control flow graph is shown
in Figure 2 in three variations. Figure 2 a) shows a traditional
instrumentation at each basic block. Figure 2 b) shows the
placement of measurement probes and Figure 2 c) shows the
placement of branch probes. Instead of separately measuring
10 basic blocks we insert only 3 measurement probes. The
timing analysis constructs an ILP based on a program segment
graph. A program segment is constructed by all possible paths
between two measurement probes. Due to space limitations,
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the program segment graph is not shown here. A detailed
description is given in [24].

This method has two benefits. The first benefit is a reduced
number of time-critical measurement probes for which a time-
overhead has to be accounted for in the WCET analysis. The
purpose of the branch probes is to monitor which branch is
taken during program execution. The execution of of branch
probes is not time-critical, because only the c-line number is
monitored during program execution. The second benefit is
that test patterns for full branch coverage are sufficient.

Technical issues

Support of full C syntax and semantics. The Frontend has
been considerably revised to support the full C syntax and
semanctics, because the previous prototype was limited to a
small subset of C language. The program path analysis to iden-
tify SFPs has been extended to more complex control struc-
tures like nested loops, sub-function calls, switch-case
statements, pre-compiler statements and break-statements.

Sub-function calls. The WCET-calculation in the ILP solver
module has been extended to support sub-function calls, which
is essential for larger software applications. A bottom-up
approach is used by constructing a function call tree. First,
the WCET of functions are calculated that do not depend on
other sub-functions (e.g. at the leaf nodes). Then, the WCET
of all functions on the next higher level on the call tree are
computed. We assume non-recursive functions or that recursive
functions are bounded by the depth-level as the loop bound
for loops. Recursive function calls are not supported. Function
calls from different contexts are (not yet) supported. Each
function is analyzed once regarding its best case and worst
case timing behavior. Then, this timing characterization is used
in every callee. This analysis is not context-sensitive.

Windows operating system. The analysis framework has
been ported to Windows platform using the Cygwin [8]
environment. Cygwin is a software package which allows
Linux programs to be run on a Windows platform. Thus,
all programs have been re-compiled under Cygwin while the
graphical user interface, which is written in Java, is supported
natively by Windows.

B. Overview of modular framework

An overview of the framework is shown in Figure 1.
The hybrid approach consists of a path analysis module

(Frontend), an execution time measurement module (Back-
end), a cache analysis module, and a WCET calculation mod-
ule (ILP solver). In the following subsection, these modules
are described in more detail.

C. Program path analysis (Frontend)

The program path analysis module corresponds to the
Frontend in Figure 1. Based on the C source-code, the program
path classification and the control flow graph of a software
task are created by a Frontend parser, as shown in Figure 3.
This Frontend parser reads the abstract syntax tree, which is
generated by GNU gcc compiler, and performs a symbolic

simulation on the abstract syntax tree to determine input data
dependency. As mentioned above, this Frontend supports the
full C syntax and the identification of SFP was accordingly
extended.

GCC

C-code

Frontend parser

Abstract syntax tree

Control flow
graph

Path
classification

Definition instrumentation points

Program 
segment graph

Fig. 3. Frontend.

Based on the control flow graph and the path classifi-
cation, the placement of measurement and branch probes
is implemented in the Definition instrumentation
points phase.

D. Execution time measurement (Backend)

The execution time measurement, called Backend, is shown
in Figure 4. Cycle-accurate processor simulators or cost-
efficient evaluation boards can be used to measure the exe-
cution time of program segments.

Program 
segment graph

HW
spec.

Execution time/ segment

Instrumentation m-points

Measurement points

Stimuli
Processor
simulator

Evaluation 
board

Debugger
script

Instrumented
source code

Back-annotation

Fig. 4. Backend.

If an evaluation board is used, the C source code is instru-
mented once with measurement probes and once with branch
probes. Each probe is a function call that is defined later in the
linking phase by processor dependent assembly instructions.
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Then, both instrumented programs are executed with the
same set of input data. The first one delivers execution time
results for program segments, and the second identifies which
execution path was taken. With both information, the measured
execution time can be annotated back to the corresponding
program segment. For a complete WCET-analysis, sufficient
input data for full branch coverage has to be supplied.

If a cycle accurate processor simulator is used, a debugger
script is automatically generated that starts and stops the
execution of the program and traces the taken branches. The
output is also back annotated to the program segment.

E. Cache Analysis

The cache analysis in SymTA/P is shown in Figure 5.

C-code

Program 
segment graph

Architecture-spec.

Memory trace

Cache analysis

Compilation and link

Cache accesses/ 
Segment 

Fig. 5. Cache analysis of SymTA/P.

The measured execution time and the cache behavior are
estimated in two phases. First, the measurement is done by
assuming each cache access is a cache hit and in a second step
the cache analysis converts some cache hits to cache misses
to account for the worst case timing behavior. Based on the
program segment graph and the memory trace files, a static
cache analysis [28] is applied.

Practically, the cache hit assumption can be enforced by
storing the program code in the cache, e.g. the cache is
large enough, by storing the program code in equivalently fast
memory, such as Scratch-pad RAM on TriCore processor [13],
or by using a processor simulator where memory access times
can be configured, such as RealView Development Suite for
ARM cores [2].

F. WCET Computation

The longest and shortest paths in the control flow graph are
found using integer linear programming (ILP). This module
is shown in Figure 6. The measured execution time and the
cache access behavior are added and used as execution time
costs for each program segment. The ILP is constructed using
structural constrains, which are automatically generated from
the program segment graph. Loop bounds have to be specified
by the user to bound the maximum number of loop iterations.

If for some program segments no execution time was
assigned, the ILP solver issues a warning. In this case, the user

Execution time/
segment

Cache accesses/ 
segment

ILP generator

ILP solver

Execution time interval

Structural equations
Loop bounds

(User)

Program
segment graph

Execution time/ segment

Stimuli
(User)

Fig. 6. WCET-calculation with ILP solver.

can specify additional test patterns (stimuli) and can re-run the
timing measurement (Backend). Finally, the total best-case and
worst-case execution time become available.

V. CASE STUDY

In this case study we apply SymTA/P to a industrial project
of an real-time application. First we describe in section V-
A the software and hardware setup. Then, we describe in
section V-B preliminary steps and in section V-C the appli-
cation of SymTA/P. In section V-D we present the results
of the WCET analysis and in section V-E we list the faced
challenges. In section V-F we list which steps are necessary
for a customization and give an outlook in section V-G.

A. Software and hardware setup

The WCET-analysis is applied to a safety critical automotive
control application. It is part of an automatic start-stop func-
tion for a micro-hybrid vehicle. It consists of a C-source file
with about 5800 lines of code. The largest function has about
4200 lines. Totally, there are 11 functions in the application.

The measurement framework consists of a C167CR evalu-
ation board, a C compiler (Tasking), bootloader (I+ME Actia)
and a tailor-made measurement methodology for the C167CR
board. The C167CR evaluation board is equipped with 2kB
internal (on-chip) RAM for registers and stack and 256kB
static RAM for code. The board does not provide ROM.
Communication is only possible over serial bus; JTAG or other
debug interfaces are not available.

Now, we describe each step of the process of timing
analysis with SymTA/P. We have structured the process into
preliminary steps and application of SymTA/P.

B. Preliminary steps

Before we can apply SymTA/P the following preliminary
steps must be undertaken. The module of SymTA/P, in which
this feature is implemented, is denoted in parentheses.

• Generation of C code for application (Frontend)
The application is developed by Matlab/Simulink. The
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C source code without assembly instructions was auto-
matically generated.

• Communication with microcontroller (Backend). With
a bootloader the program was loaded onto the evaluation
board. Since the C167CR board has only serial interface,
an additional protocol had to be developed to write
information back from the board to the host PC. We
have used a bootloader by IME+ACTIA and a terminal
program, which records all communication in a text file.

• Create test harness (Backend). Test patterns are manu-
ally defined using the Matlab/Simulink environment [17].
The tests are hierarchically structured in test sets and test
cases. Each test set consists of several test cases. A test
set corresponds to a sequence of input signals (test case).
A test case corresponds to a set of input signals for a
single simulation step of the application. In total, 65 test
sets are specified, with about 4,185 test cases for each
test set; in total, 272,022 test cases.

• Test pattern harness (Backend). The application reacts
to external signals, thus we wrote a test pattern harness
which controls the values of these signals and activates
the software application. Because of memory space re-
strictions and the high number of test cases, we developed
a method which compresses the total number of input
signals.

• Worst-case state overhead (Backend). For a conserva-
tive timing analysis in SymTA/P, the worst case system
state at the beginning of each program segment has to
be analyzed. The C167CR processor consists of a 4-
stage instruction pipeline [12]. The clock frequency is 20
MHz (50ns) and one CPU cycle needs two clock cycles.
(100ns). To simplify the following discussion we denote
an instruction cycle (I-cycle) as two clock cycles. Figure 7
shows the instruction pipeline with the stages: instruction
fetch (IF), instruction decode (ID), execute (EXE) and
write back (WB). The vertical line denotes the I-cycles.
Assume we could exactly measure the execution time at
each pipeline stage. For the simple C167CR processor
without cache and branch prediction, it is conservative to
assume an empty pipeline as worst case system state. The
total execution time of the program segment is the time
between the first instruction enters the pipeline (IF stage)
and the last instruction leaves the pipeline (WB stage): In
I-cycle 1 the first instruction is about to enter the pipeline
and in I-cycle 7 the last instruction is finishing in the WB
stage (dashed circles). Thus, the total execution time for
these instructions is 7 − 1 = 6 I-cycles.
Assume now that we insert an start-timer instruction (A)
before and a stop-timer instruction (B) at the end of
the program segment. The execution time is recorded
when the instruction is in the EXE stage. Then, the
measured execution time using start-timer and stop-timer
instructions is 7 − 3 = 4 I-cycles (solid circles). We
assume no additional overhead for the completion of the
timer operation (a special function register T6CON is
set at the C167CR processor). Thus, the underestimation

would be 2 I-cycles compared with exact measurement.
• Measurement overhead (Backend). To implement the

start-timer and stop-timer, we use the GPT2 timer of the
C167CR processor. It runs with one fourth of the CPU
clock (200ns) and thus has a maximum resolution of
two instructions (since one CPU-cycle takes two clock
cycles). If the program segment finishes in an un-even
number of I-cycles, then the timer would report one I-
cycle less then the correct value. Thus, to be safe, we
add one I-cycle as measurement overhead. In this analytic
discussion we assume no clock skew and jitter.

• Total added overhead for each program segment (ILP
solver). To summarize, we have to account two I-cycles
for the WC state and one I-cycle for the measurement-
overhead which amounts to three I-cyles. This overhead
of three I-cycles (300ns) is added to the measured exe-
cution time of each program segment in the ILP-solver
phase.

I-cycle IF DE EXE WB
1 A
2 1 A
3 2 1 A
4 3 2 1 A
5 B 3 2 1
6 B 3 2
7 B 3
8 B

Fig. 7. C167CR Pipeline with start (A) and stop (B) timer instruction.

C. Application of SymTA/P
We apply SymTA/P to the case study in the following steps:

Frontend, Backend and ILP solver. Because the C167 does not
have a cache, no cache analysis is performed.

• Frontend. In the path analysis module, the control flow
graph is automatically constructed for each function
and the code is instrumented with measurement and
branch probes. The control flow graph (for basic block
instrumentation) consists of 1102 nodes and the pro-
gram segment graph contains 893 program segments.
These numbers are totals, e.g. for all 11 functions of
the application. In this case study, 354 measurement
probes and 511 branch probes were inserted in the source
code. If each basic block were instrumented, 865 time-
critical measurement probes would be necessary. Thus
the new instrumentation method reduces the number of
time-critical measurement probes by 59% compared to
instrumenting each basic block.

• Backend. The implementation of the probes for the
C167CR processor is shown in Figure 8. The measure-
ment probe is a macro which outputs a system timer value
and the branch probe outputs only the c-line. Once the
execution time has been measured on the C167 board,
they are annotated back to the program segment graph.
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• ILP solver. Finally, the longest execution path is calcu-
lated by the ILP solver. The ILP was automatically con-
structed and no additional user interaction was necessary
because the software did not contain loops.

D. Results

The static timing analysis results were compared to simula-
tion results. The entire application was instrumented by only
two measurement-probes: one after the first line of code and
one before the last line of code. Then, the total execution
time was measured between these measurement-probes. The
distribution of the execution times for all test cases is shown in
Figure 9. The longest execution time was 491 micro seconds
(µs). The range of execution time is between 326 and 491 µs.
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Fig. 9. Execution time distribution obtained from simulation.

The static timing analysis of SymTA/P determines the
WCET of 797 µs, which is about 62% longer than the tracing
result. However, this cannot be considered as an overestima-
tion, because it cannot be guaranteed that the worst case path
was actually measured during tracing.

The time spent in each phase is summarized in table I. The
total time was about 54 hours for the entire case study.

Phase Time
Program path analysis (CFG) 6min
Instrumentation of measurement points (Board) 1min
Configuration and compilation in Tasking EDE 5min
Execution on C167 board (measurementProbes) 22h
Execution on C167 board (branchProbes) 20h
Back-annotation of timing results 11h
WCET calculation (ILP Solver) 1min
Total 54 h

TABLE I
TIME REQUIREMENT FOR EACH ANALYSIS PHASE.

E. Practical challenges in case study

The long running time for the static timing analysis is
unacceptable. The main reason is the execution time measure-
ment on the evaluation board and not the running time of the
SymTA/P analysis framework itself. The time for execution on
C167 board in Table I includes the communication via serial

line. Most of the time is spent for communication, which is
very slow. The running time could be significantly reduced
by using a more sophisticated measurement methodology, e.g.
JTAG interface or by using a evaluation board with sufficient
on-board memory. The bottleneck was the communication
between C167 board and the host PC. The back-annotation
software is a prototype and has not yet been optimized, which
is rather a technical issue.

F. Customization for new application

The Backend provides a framework that is easy to retarget to
new processors. In general the preliminary steps in section V-B
must be carried out. Most importantly, this includes

• Test patterns have to be specified for full branch coverage.
Usually these test patterns are already available from
previous functional test phases in industrial projects.
SymTA/P does not provide a test pattern generator. How-
ever, the WCET-calculation module highlights the source-
code lines that were not measured.

• The implementation of the measurement and branch
probes has to be defined for the new processor.

• The measurement framework has to be adapted to the new
microcontroller. This includes the communication to load
the program to the board, to start and stop the program,
to access system timers, and to write back timing results
to the host PC.

• The time overhead for the worst case initial hardware
state for each program segment has to be calculated.

G. Outlook

Traditional WCET-analysis approaches focus only on a
single task execution, but complex interactions with other
tasks have to be considered when caches are used. This
includes cache related preemption delays which are due to
task preemptions in preemptive real-time scheduling and, as
well as the cache contents at the beginning of a task activation,
because some cache lines might be availabe from a previous
activation.

Furthermore, latencies to background memory have been
assumed to be constant. However assuming a constant cache
miss penalty might result in pessimistic overestimations for
realistic applications.

VI. CONCLUSION

Performance validation is a key issue for real-time em-
bedded systems. In this paper we have presented industrial
requirements for WCET-analysis tools and revised an earlier
prototype to meet these requirements. Then, we described the
measurement-based WCET analysis methodology in detail and
applied it to a industrial case study. We have discussed the
faced challenges and pointed out open issues.

The SymTA/P analysis framework is cost-efficient and easy
to re-target to new processors because it is based on measure-
ments of program segments. In addition, the method is safe,
and provides a conservative upper bound of the worst case
execution time.
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# d e f i n e measurementProbe ( l ) T6CON &= ˜ ( 0 x0040 ) ; \
p r i n t f ( ” t i m i n g %u %lu00 \n ” , ( l ) , ( ( ( u n s i g n e d long i n t ) \

( T5 ) << 16 ) | T6 )∗ ( TICK NS / 1 0 0 ) ) ; T6CON |= 0 x0040 ;
# d e f i n e b r a n c h P r o b e ( l ) p r i n t f ( ” b r an c h %u\n ” , ( u n s i g n e d i n t ) l ) ;

Fig. 8. Implementation of probe functions for C167 evaluation board.
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