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Abstract— Despite recent advances in FPGA, GPU, and general
purpose processor technologies, the challenges posed by real-
time digital image processing at high resolutions cannot be fully
overcome due to insufficient processing capability, inadequate
data transport and control mechanisms, and often prohibitively
high costs. To address these issues, we proposed a two-phase
solution for a real-time film grain noise reduction application.
The first phase is based on a state-of-the-art FPGA platform
used as a reference design. The second phase is based on a novel
heterogeneous reconfigurable computing platform that offers
flexibility not available from other computing paradigms. This
paper introduces the heterogeneous platform and briefly reviews
our previous work with the application in question, as well as its
implementation on the FPGA demonstration board during the
first phase. Then we present a decomposition of the application,
which allows an efficient mapping to the new heterogeneous
computing platform through the use of its diverse reconfigurable
computing units and run-time reconfiguration.

I. INTRODUCTION

Real-time processing of high-resolution digital film data
places extraordinary demands on current processing platforms,
due to the computation- and data-intensive nature of the
applications in this domain. For example, processing large
image sizes of 2K (2048x1556 pixels) requires data rates of
approximately 233 MiByte/s; at 4K resolution (4096x3112
pixels), which is quickly becoming the standard, data rates
increase dramatically to 1147 MiByte/s. Classical approaches
based on powerful Application Specific Integrated Circuits
(ASIC) or large Field Programmable Gate Arrays (FPGA)
using the latest technology are often capable of meeting these
data rate and processing requirements, but at the same time
present several disadvantages that prompt further research into
new solutions. ASIC disadvantages include extremely high
one-time research, design, and testing costs (non-recurring
engineering costs) that can potentially turn a promising idea
into an outdated design. Another disadvantage, especially for
FPGA designs, but also common to ASIC platforms, is the
necessity for low-level programming, which reduces program-
ming productivity and limits the reuse of existing functionality
on other platforms.
Reconfigurable architectures offer an interesting approach

to high performance processing platforms, often combining a
General Purpose Processor (GPP) and/or configuration man-
ager with reconfigurable processing units whose behavior can
be controlled, or reconfigured. These designs offer significant

increases in hardware reuse, allowing different applications to
run on limited resources in a time-sharing fashion, as well
as the ability to modify control flow and data paths. One
such reconfigurable architecture has been developed during
the Multi-purpose Dynamically Reconfigurable Platform for
Intensive Heterogeneous Processing (MORPHEUS) project.
To evaluate the MORPHEUS architecture and approach to ap-
plication development, a film grain noise reduction algorithm
was selected to be mapped to the platform as a case study. The
mapping is the focus of this paper, with empirical performance
results to follow in later research.

This paper is organized as follows. After a summary of
related research, the heterogeneous computing platform that is
the basis for this work is presented. Next, Section III presents
the film grain noise reduction algorithm and outlines the
requirements in this application domain. The development and
mapping process, along with results, are described in Section
IV. Finally, Section V concludes the paper and presents an
outlook for future research.

A. Related Work

The application examined in this paper was originally
designed during the course of the FlexFilm project for an
FPGA-based architecture, which is programmed using a cus-
tom component-based library called the Flexible Weakly-
programmable Advanced Film Engine (FlexWAFE) [1] (in
press). Despite their increased cost-efficiency over ASIC plat-
forms when dealing with a relatively small product demand,
FPGA-based designs are often not the ideal solution due to
technology dependence. Many FPGA-based architectures offer
libraries of HDL components supplied by the hardware ven-
dors [2], [3], which assists design optimization but increases
the dependence on a specific technology and software, thereby
producing a significant reduction in flexibility.

In order to mitigate design complexity, a coarse-grained
overlay [4] and a corresponding design flow for FPGAs
have been introduced. However, as the data width of the
coarse-grained Processing Elements (PE) can only be changed
between 8 and 16 bits, there is a design complexity vs.
flexibility trade-off. This results in a significant area overhead
when processing uncommon data widths like 10 bit color
components, making strictly coarse-grained solutions not ideal
for image processing applications.



Specifically in the digital image processing field, target
platforms other than FPGAs are feasible. Several ASIC [5],
[6] implementations exist, however each is specialized for a
specific application and offers restricted hardware reuse.

Many of these implementations suffer from slow or poorly
implemented intra-chip communication, which quickly creates
a performance bottleneck even in the presence of massively
parallel PEs, large memory resources, and hand-optimized
algorithms. To improve intra-chip communication, a Network-
on-Chip (NoC) based approach is presented in [7] and in-
troduces a flat control hierarchy while omitting local high-
speed control. The MORPHEUS architecture also utilizes an
NoC as the backbone of the communication network between
processing units, memories, and configuration managers.

An additional issue with many of these implementations,
especially when high-end imaging applications are concerned,
is data storage and transport. On-chip memories are rarely
sufficient and therefore external solutions are required. A
variety of memory controllers exist to address this issue,
such as controllers by Lee, Lin, and Jen [8] and Whitty and
Ernst [9].

Finally, recent flexible graphics processors [10] and the Cell
Broadband Engine [11] have entered the image processing
segment. They combine impressive computational power and
fast memory accesses resulting from high clock frequencies
with software-based high-level development environments,
presenting serious alternatives for digital signal processing.
Compared to the FlexWAFE and MORPHEUS architectures,
however, they both lack a flexible and composable control
hierarchy, and their granularity is limited to a fixed word
width.

II. HETEROGENEOUS RECONFIGURABLE PLATFORM

The MORPHEUS project is a European collaboration
(IST027342) whose main goal is to provide a flexible hetero-
geneous platform for HW/SW co-design via a unique architec-
ture, composed of reconfigurable computing units of varying
granularity. This allows high computation density common to
coarse-grained reconfigurable architectures, optimal hardware
structure like that found in many System-on-Chips (SoC),
and the flexibility and programmability of GPPs, while at the
same time attempting to minimize the disadvantages of each
platform. Another goal is to provide an integrated toolset to
easily map and implement target applications, allowing shorter
development times typical for FPGAs.

The architecture is based on an ARM9 processor and three
heterogeneous reconfigurable engines, each targeting different
types of computation:

• The coarse-grain PACT XPP provides high computation
density for stream-based algorithms with deterministic
control and dataflow [12].

• The medium-grain DREAM targets computation inten-
sive applications that can iteratively run on small local
data memories [13].

• The fine-grain M2000 embedded FPGA is suited
for control-dominated tasks and variable data path
widths [14].
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Figure 1. MORPHEUS architecture

The toolset uses C-based high-level descriptions for design
entry to the platform and is composed of three modules:

• The retargetable compilation component begins with an
application described in pragma-annotated C and pro-
duces ARM binary code. Additionally, using the Molen
paradigm [15], calls to operations to be implemented on
the reconfigurable units are replaced with the appropriate
system calls.

• The dynamic control module intercepts calls to hardware
and schedules them with the assistance of an RTOS.
Together with the hardware configuration manager, it also
manages the dynamic reconfiguration of the heteroge-
neous processing engines.

• The spatial design module performs the actual synthesis
of the various operations destined for the reconfigurable
hardware units, including memory-oriented task mapping,
architecture synthesis and physical synthesis.

The architecture and toolset are detailed in [16].

III. APPLICATION DOMAIN

The film grain noise reduction algorithm mapped to the het-
erogeneous computing platform is part of the high-resolution
digital image processing application domain. This domain
has specific requirements, especially when designing real-time
applications.

A. Application Requirements
Real-time processing of high resolution film or images

requires extremely capable processing architectures, as men-
tioned in Section I. The most common processing tasks are
encoding, decoding, and post processing of digital film data,
tasks which traditionally have not been executed in real
time. With the increasing popularity of video distribution and
broadcast methods such as video on demand, however, real-
time encoders have become a necessity. Professional post-
processing systems are also beginning to demand real-time
computation because it allows immediate evaluation of results.
These processing tasks are covered by a broad range of

algorithms, many of which perform the same function but
have widely variable requirement profiles. For example, some
applications operate efficiently in a block-based manner (e.g.
MPEG2), while others are primarily frame-based (e.g. fast



Fourier transformations) and some a combination of both
(e.g. the application examined in this paper). Consequently,
data storage, access, and transport requirements will vary
significantly when both small image blocks and complete
frames have to be moved and stored.

Ideally, a processing platform provides the flexibility to
execute each of these algorithms efficiently.

An additional key requirement for applications like the
one examined in this paper is the ability to support an
accelerated design flow. This proved to be a weakness of the
FlexFilm project, which was only partially addressed by its
component-based FlexWAFE library (see Section IV-A).

As with most FGPA-based platforms and many ASIC de-
signs, application development moves at a relatively slow pace
because the programmer is forced to work very close to the
hardware level. While this can offer increased control over
design optimization and therefore speed, in many situations
it is not ideal. The problem can be complicated when plat-
forms include heterogeneous computing units without offer-
ing additional techniques for application development beyond
individually programming each coprocessor. Often a much
more efficient overall development process can be achieved
when sufficient control and data-flow information for a given
application is available to the designer.

B. A Film Grain Noise Reduction Application

Film grain noise reduction has an important application
in the digital cinema market, allowing reduction and even
complete removal of unwanted noise from digital film data.
For digital cinema, lossless noise reduction is a requirement,
making algorithms such as 3DRS [17] that are less bandwidth
intensive than full-search algorithms not applicable. The the-
ory behind the algorithm used in this paper is presented in
detail in [18].

As clearly shown in Fig. 2, the algorithm consists of three
distinct modules: a bidirectional Motion Estimation (ME)
unit, a bidirectional Motion Compensation (MC) unit, and
a 2.5 dimensional Discrete Wavelet Transformation (DWT).
Each element has unique data requirements and processing
behaviors. The block-based ME unit begins by comparing a
given image to its preceding and succeeding images in a video
sequence and subsequently calculating the detected motion
vectors. It performs block matching between these images
using an exhaustive search algorithm. A series of comparisons
and arithmetic operations are executed in parallel on input
image blocks to compute the sum of absolute differences
(SAD) values of all possible motion vectors. This produces
very predictable, content independent memory access patterns
in the form of data streams.

The block-based MC unit uses the block motion vectors
produced by the ME unit to construct an image that is visually
similar to the current image, but contains only pixels extracted
in a blockwise manner from the previous or next images,
depending on what the unit selects as the best match. Input
data is therefore taken from the framebuffers and the ME unit
directly, making the MC memory-intensive. Computations are
comparison-based.
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Figure 2. Advanced noise reduction algorithm

The frame-based DWT unit has a very different function.
It transforms an input signal into a space where the base
functions are wavelets, similar to the way a Fourier trans-
formation maps signals to a sine-cosine based space. It uses a
series of Finite Impulse Response (FIR) filters in the horizontal
and vertical directions to output a high-pass and a low-pass
image stream. Finally, lower pixel values, which represent
image noise, are eliminated using a user-specified threshold.
Computations range from multiplication, addition, and shift-
add operations and vary in width from 10 to 30 bits. Because
of the numerous transformation and filter iterations, the DWT
is computation intensive.

The complete film grain noise reduction algorithm im-
plementation is presented in detail in [19]. However, this
brief overview illustrates that the processing blocks have very
different requirements and therefore are best-suited to an
architecture composed of heterogeneous processing elements.

IV. APPLICATION DEVELOPMENT

In the MORPHEUS project, a two phase development ap-
proach was chosen. In the first phase, the complex application
for reducing film grain noise in real-time from a digital
film source was realized on a reference design to verify the
algorithmic concept and demonstrate the capabilities of the
selected algorithms (see Section IV-A). This implementation
is used as a reference design and is compared to the imple-
mentation on the heterogeneous platform in phase two (see
Section IV-B). An evaluation of the first phase also produced
new conclusions regarding the application’s characteristics and
data access patterns, leading to important new ideas for the
mapping to the heterogeneous processing engines.

A. Mapping to Preliminary Demonstrator Board

The initial implementation on the reference design is based
on research conducted during the FlexFilm [19] project using
the weakly-programmable FlexWAFE [1] (in press) library.
The application was decomposed and mapped to a powerful
multi-FPGA hardware/software architecture as shown in Fig.
3. The processing platform is based on three Xilinx Virtex-II
Pro XC2VP50-6 FPGAs. Here, the goal was not to use the
latest technology, but to utilize an established platform as a
reference.

The FPGAs contain the reconfigurable image stream pro-
cessing data path and are supported by large external SDRAM
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Figure 3. Mapping to demonstrator board

memories for multiple frame storage, as well as a PCI-Express
(PCIe) communication backbone network.

The bidirectional ME is realized as a systolic array of
2·256 processing elements and shares one FPGA with the MC
component. The other two FPGAs are consumed by the DWT
implementation, as the data path width grows to 30 bit per
color component and results in a large chip area requirement.
Data transport was realized in a stream-oriented fashion,
using a simple three signal protocol with back-pressure to
connect processing elements along the data path. For inter-chip
communication, a TDMA-based interconnect was designed
allowing the multiplexing of several streams within a single
channel.

The core difficulties of this implementation were the control
and dataflow logic, as FPGAs do not offer predefined struc-
tures for data and communication synchronization. As all parts
of the application have different data transport and memory
access requirements, custom solutions for each algorithm
part were created using sophisticated memory access patterns
provided by the FlexWAFE library. These mandatory tasks,
together with the fine granularity of the FPGAs, led to a
lengthy development cycle.

On the other hand, the fine-grained structure of the FPGA
enabled the development of an extremely optimized imple-
mentation. This led to performance figures reaching 26 FPS
for 2K images, which corresponds to 170 GOPS. Another key
advantage of the chosen FPGA board is the large amount
of on-chip (4.1 MiBit/FPGA) and external memory (512
MiByte/FPGA), which is accessed via several instances of the
custom designed memory controller and guarantees an external
data rate of 26 GiBit/s per FPGA, thereby avoiding memory
bottlenecks.

B. Mapping to Heterogeneous Platform

Compared to the homogeneous FPGA solution, the het-
erogeneous MORPHEUS platform offers different process-
ing engines whose characteristics can be exploited for the
mapping of the application, which also has a heterogeneous
structure. The properties of each processing unit were carefully
examined with respect to the application structure before
making preliminary mapping decisions. In order to obtain

the optimal mapping of each part of the algorithm, all major
processing steps (ME, MC, DWT) have been implemented on
two processing engine simulators (PACT XPP, ST DREAM).
This provides vital feedback for the final mapping decision
presented in the following sections.

1) Mapping of Algorithm Modules: The largest processing
engine, the PACT XPP, offers powerful 4D DMA engines and
implements a Kahn graph-based streaming protocol for data
transport [20]. The DMA engines allow the generation of a
sliding window memory access pattern, which is essential for
implementing the block-based memory accesses required by
the ME and MC units. Furthermore, the DMA engines are
able to modify the image orientation from a row- to a column-
wise pixel representation, which is a requirement for the ME
implementation. The XPP’s streaming concept is also suitable
for the ME implementation, due to its regular memory accesses
that allow the composition of a gapless image stream. On the
other hand, the XPP uses a fixed word width of 16 bits, which
is problematic for the DWT, whose word width varies from
10 to 30 bits per color component.

The fine-grained M2000 FPGA has a variable bit width,
which satisfies the DWT’s structural demands. However, it is
very limited in terms of chip area and, consequently, logic
blocks. Therefore, this processing engine cannot be selected
for the area demanding DWT or ME implementations without
requiring a significant reconfiguration overhead. However, it
is an appropriate target device for a smaller part of the
application, such as the RGB2Y conversion, which changes
the data path width from 32 bit RGB to 10 bit luminance
values.

Finally, the DREAM engine provides a mid-grained com-
putation array with extremely fast reconfiguration capabilities
(see Section IV-B2). This feature can be exploited for the
DWT, which is implemented as a large number of FIR
filters placed consecutively in a row. Another advantage of
this processing engine is its flexible word width, which is
accomplished by combining multiple 4-bit cells into a larger
data word. However, this processing engine is also limited
in size. One configuration can contain only a single filter
stage. Therefore, massive use of the run-time reconfiguration
paradigm is necessary, since three stages of direct and inverse
filters are required. On the other hand, the DREAM only pro-
vides 2D DMA engines, which are not optimized for the block-
based frame accesses or data reorganizations that are required
by the ME or MC components. This analysis and the results
of the simulator implementations led to a decomposition of
the application that uses all available reconfigurable units and
is depicted in Fig. 4.

2) Application and Reconfiguration Control: In phase one,
reconfiguration was solely used for run-time programmability
of the application. Parameters such as image size and filter
coefficients can be modified to adapt the application to a new
image format or environment. A complete reconfiguration of
the FPGA at run time was not necessary as sufficient chip area
was available.

Due to more limited computation resources of the het-
erogeneous platform, run-time reconfiguration of the various
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Figure 4. Mapping to heterogeneous platform

processing engines is required to support the application. In
Fig. 4, consecutive numbers are assigned to the engines to
depict different configurations for the application. The ME and
MC components share the PACT XPP in a time-divisioned
manner, resulting in three reconfigurations (ME FWD, ME
BCKWD, MC) per image. The reconfiguration time of the
XPP is approximately 1000 clock cycles. As each of the XPP
configurations processes roughly one pixel per clock cycle, the
configuration overhead becomes less and less significant with
increasing image resolution (SD-TV: 0.2%; 2K: 0.03%). No
reconfigurations are necessary for the M2000 FPGA, as it will
only contain a single processing step with limited complexity.
In contrast, massive run-time reconfiguration is used for the
DREAM processor, where 10 configurations are required for
each frame.

The exchange of different configurations is controlled by the
ARM9 processor. It triggers an internal configuration manager,
which is able to buffer several configurations in its dedi-
cated memory. The configuration manager is able to preload
configurations in the processing engine’s local configuration
memories, effectively hiding the latencies required to fetch a
new configuration. For example, in the DREAM unit up to
four configurations can be buffered. These configurations can
later be swapped within two clock cycles. Because of this
feature, the DREAM is more suitable for the DWT than the
XPP. Despite requiring only six configurations per frame, the
XPP has a significant reconfiguration overhead.

3) Memory Management: Besides the mapping of the algo-
rithm modules and its reconfigurations, memory management
and data organization is a key design challenge for reconfig-
urable systems. In Fig. 3, the external data rates for 2K images
of the phase one implementation are displayed, resulting in a
total demand of 28 GiBit/s (19.5 GiBit/s read, 9.5 GiBit/s
write) for the complete application, delivered by 7 memory
controller instances.

Because the current incarnation of the heterogeneous plat-
form is equipped with a single memory controller, it is
obvious that these demands cannot be completely satisfied.
Furthermore, compared to the FPGA board, the heterogeneous

platform offers less on-chip memory (256 KiByte), which
prevents buffering of complete image lines and requires a
different caching strategy. In order to mitigate the memory
controller bottleneck while still allowing real-time processing,
the image size has been reduced to a SD-TV (720x576 pixels)
resolution. A decrease in the required frame rate below 24 FPS
would have allowed processing of larger resolutions; however,
emphasis was placed on the real-time requirements of the
application.

Additional memories, such as the configuration manager
memory, can be directly addressed via the system’s memory
map and are converted to data buffers, increasing the over-
all amount of available memory. This trade-off reduces the
amount of possible configurations that can be simultaneously
buffered on-chip, but can enhance overall system performance.
Results can be directly exchanged between application mod-
ules, bypassing slower external memories completely (see Fig.
4). On the other hand, the reduction of available configurations
might induce a significant configuration penalty, which will be
quantified in future experiments.

Finally, each processing engine has small internal memories,
caches, and configuration memories that are used for buffering
intermediate values, reordering data streams, and loading new
configurations. The resulting two level memory hierarchy of
on-chip and local heterogeneous memories increases com-
plexity beyond that of the flat memory model of the FPGA
platform’s distributed homogeneous on-chip memories. This
necessitates a completely new implementation of the distinct
application modules.

4) Mapping Results: The results of the mapping activities
described above are summarized in Table I. In general, the
heterogeneity of the MORPHEUS platform can be efficiently
exploited by the different characteristics of the algorithm
modules, leading to a complete mapping of the application.
Some features, such as the XPP’s 4D-DMA engines and the
DREAM’s fast reconfiguration capabilities, alleviate the need
to implement specific algorithm parts, resulting in significantly
reduced development effort.

On the other hand, the small amount of on-chip memory,
limited data rates to external memories, and insufficient data
transport mechanisms complicate certain development steps
and reduce the performance of the implementation. Due to
cost and complexity reasons, the MORPHEUS platform offers
reduced memories and fewer caches, which are crucial for the
targeted application domain.

Overall, a significant decrease of development time (3 years
vs. 1 year) was achieved. Even greater improvements are
expected following the availability of the complete toolset,
which will eliminate the need to implement the non-trivial
amount of software required to control the application and its
necessary reconfigurations as well as memory management.

V. CONCLUSION

In this paper, we have presented the mapping of a film
grain noise reduction application onto a novel reconfigurable,
heterogeneous architecture. First, the structures and char-
acteristics of the architecture and relevant algorithms were



Motion Estimation Motion Compensation Discrete Wavelet Transformation
XPP suited: stream-oriented, 4D-DMA suited: 4D-DMA not suited: reconf. overhead, fixed width
DREAM not suited: only 2D-DMA not suited: only 2D-DMA suited: fast reconf., variable width
M2000 not suited: too small, RGB2Y possible not suited: too small not suited: too small

Table I
MAPPING RESULTS

described. Second, the mapping of each distinct algorithm
unit to a demonstrator platform was explained. Finally, the
heterogeneous platform was analyzed and the mapping of
the complete application, including memory partitioning and
reconfiguration control, was presented. Assets and drawbacks
of the heterogeneous platform were identified and their impact
on the application implementation was illustrated.
Data transport represented the largest difficulty and caused

performance degradation compared to the demonstrator imple-
mentation. Despite this weakness, the heterogeneous platform
has been shown to be a potentially promising alternative for
high-end video applications, since the processing units can
be exploited efficiently and the development effort is reduced
significantly compared to other solutions.
As described previously, the image resolution requirement

for the application was modified in order to maintain real-
time processing support, which might give the impression
that the implementation on the MORPHEUS platform is a
step in the wrong direction. The first phase of application
development demonstrated that a Virtex-II Pro-based FPGA
board could support both higher resolutions and real-time
processing simultaneously. This implies a board based on a
single Virtex-5 FPGA from Xilinx or Stratix III/IV FPGA
from Altera could also support these requirements through
their enhanced processing capabilities and increased size.
The point of this work, however, was to approach the

application from a completely different context and evaluate
the MORPHEUS platform as a viable heterogeneous plat-
form. The platform proved promising and did not present
any weaknesses other than those already identified before the
mapping process. It must also be noted that the research-based
evaluation version of the MORPHEUS platform used for this
work represents only a single instantiation of the architecture.
Through its flexible nature, it can easily be expanded to include
a larger number of the available heterogeneous processing el-
ements and more importantly, additional on-chip memory and
external memory controllers to reduce the memory bottleneck,
creating the potential to push application performance to the
original levels and beyond.

A. Future Research
As the implementation work is just now nearing comple-

tion, this paper focuses primarily on architectural principles
and not on empirical results. In upcoming experiments, the
performance of the new implementation will be evaluated and
compared to the demonstrator implementation from phase one,
and effects of the memory bottleneck and the configuration
memory trade-off will be quantified. Finally, the overall per-
formance of the heterogeneous platform will be measured and
evaluated.

REFERENCES

[1] A. do Carmo Lucas, H. Sahlbach, S. Whitty, S. Heithecker, and R. Ernst,
“Application Development with the FlexWAFE Real-time Stream Pro-
cessing Architecture for FPGAs,” ACM Transactions on Embedded
Computing Systems, Special Issue on Configuring Algorithms, Processes
and Architecture (CAPA), 2009, to appear.

[2] Nallatech Ltd, “DIMEtalk 3 Product Brief,” 2007.
[3] Hunt Engineering Ltd. Homepage. [Online]. Available: http://www.

hunteng.co.uk
[4] S. Shukla, N. W. Bergmann, and J. Becker, “APEX - A Coarse-Grained

Reconfigurable Overlay for FPGAs,” in Proceedings of the IFIP VLSI
SoC, 2005.

[5] Thomson. Scream 4K/2K Resolution-Independent Grain Re-
ducer. Thomson Grass Valley. [Online]. Available: http:
//www.thomsongrassvalley.com

[6] DaVinci. Homepage. [Online]. Available: http://geniusofdavinci.com
[7] A. Kumar, A. Hansson, J. Huisken, and H. Corporaal, “An FPGA Design

Flow for Reconfigurable Network-Based Multi-Processor Systems on
Chip,” in Proc. Design, Automation & Test in Europe Conference &
Exhibition DATE ’07, 16–20 April 2007, pp. 1–6.

[8] K.-B. Lee, T.-C. Lin, and C.-W. Jen, “An Efficient Quality-Aware
Memory Controller for Multimedia Platfrom SoC,” IEEE Transactions
on Circuits and Systems for Video Technology, vol. 15, no. 5, pp. 620–
633, May 2005.

[9] S. Whitty and R. Ernst, “A Bandwidth Optimized SDRAM Controller
for the MORPHEUS Reconfigurable Architecture,” in Parallel and
Distributed Processing Symposium (IPDPS). IEEE, April 2008.

[10] D. Blythe, “Rise of the Graphics Processor,” Proceedings of the IEEE,
vol. 96, no. 5, pp. 761–778, May 2008.

[11] J. A. Kahle, M. N. Day, H. P. Hofstee, C. R. Johns, T. R. Maeurer, and
D. Shippy, “Introduction to the Cell multiprocessor,” in IBM Journal of
Research and Development, 2005.

[12] V. Baumgarte, G. Ehlers, F. May, A. Nückel, M. Vorbach, and M. Wein-
hardt, “PACT XPP—A Self-Reconfigurable Data Processing Architec-
ture,” in The Journal of Supercomputing, 2004.

[13] F. Campi, A. Deledda, M. Pizzotti, L. Ciccarelli, P. Rolandi, C. Mucci,
A. Lodi, A. Vitkovski, and L. Vanzolini, “A dynamically adaptive
DSP for heterogeneous reconfigurable platforms,” in Proceedings of the
Conference on Design, Automation and Test in Europe. ACM Press
New York, NY, USA, 2007, pp. 9–14.

[14] Abound Logic. Homepage. [Online]. Available: http://www.aboundlogic.
com/index.html

[15] E. M. Panainte, K. Bertels, and S. Vassiliadis, “The Molen Compiler for
Reconfigurable Processors,” ACM Transactions in Embedded Computing
Systems (TECS), February 2007.

[16] F. Thoma, M. Kühnle, P. Bonnot, E. M. Panainte, K. Bertels, S. Goller,
A. Schneider, S. Guyetant, E. Schüler, K. D. Müller-Glaser, and
J. Becker, “MORPHEUS: Heterogeneous Reconfigurable Computing,”
in Proceedings of 17th International Conference on Field Programmable
Logic and Applications (FPL07), August 2007.

[17] G. de Haan, P. Biezen, H. Huijgen, and O. A. Ojo, “True motion
estimation with 3d recursive search block matching,” IEEE Trans.
Circuits and Systems for Video Technology, vol. 3, pp. 368–379, October
1993.

[18] S. Eichner, G. Scheller, U. Wessely, H. Rückert, and R. Hedtke,
“Motion compensated spatial-temporal reduction of film grain noise in
the wavelet domain,” in SMPTE Technical Conference, New York, 2005.

[19] S. Heithecker, A. do Carmo Lucas, and R. Ernst, “A High-End Real-
Time Digital Film Processing Reconfigurable Platform,” EURASIP Jour-
nal on Embedded Systems, Special Issue on Dynamically Reconfigurable
Architectures, vol. 2007, pp. Article ID 85 318, 15 Pages, 2007.

[20] G. Kahn, “The semantics of a simple language for parallel program-
ming,” in Information Processing, 1974.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


