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ABSTRACT

SymTA/S is a performance and timing analysis tool basedHowever, integration of heterogeneous systems is not the
on formal scheduling analysis techniques and symbolic singele domain of application for EMIFs and EAFs. In SymTA/S
lation. The tool supports heterogeneous architectures, compksxcalled shapers can be connected with any event stream.
task dependencies, context aware analysis, and combisd®mpers are basically EMIF-EAF combinations which ma-
optimization algorithms with system sensitivity analysis faripulate an event stream and thus the interaction between
rapid design space exploration. This paper gives an overvidwo components. More precisely, they provide control about
of the current and future research interests in the SymTAlt8 timing of exchanged events and data. Consequently, they
project. enable the user to model buffering and perform traffic shaping.
This is important because buffering and traffic shaping break
up non-functional dependency cycles and can tremendously

Although there are countless approaches for formal peeduce transient load peaks in dynamic systems [10]. In other
formance and timing analysis known from real-time systemords, due to the event model transformation provided by
research, only very few have been adopted in design BMIFs and EAFs SymTA/S is able to analyze many real world
heterogeneous SoCs and distributed systems. The SymTAkamples that holistic approaches [12], [8] cannot handle.
approach enables a completely new view on system level analin order to perform a system level analysis, SymTA/S
ysis and supports explicitly the combination and integration @fcally performs existing scheduling analysis (e.g. RMS,
heterogeneous subsystems. TDMA, Round Robin, etc.) and propagates their results to the

In the first part of the paper we will give a brief overviewneighbouring components. This analysis-propagate mechanism
about the formal core of SymTA/S. Afterwards, we willis repeated iteratively until all components are analyzed, which
shortly introduce current research interests in the SymTArfgeans that all output streams remained unchanged.
project. These are context aware analysis, optimization, andrhe above discribed basic SymTA/S approach has been re-
sensitivity analysis. We conclude the paper with an examptently extended to support multi-rate systems, multiple inputs
demonstrating the relevance of these aspects. and functional cycles [2], [4]. These major extensions enable
SymTA/S to cope with complex applications. Furthermore,
SymTA/S is able to consider inter and intra context informa-

SymTA/S [1] is a software tool for formal performanceion to tighten analysis bounds [3].
analysis of heterogeneous SoCs and distributed systems. The
core of SymTA/S is our recently developed technique to couple Il. SYSTEM CONTEXTS
scheduling analysis algorithms using event streams [9], [11].We define as a system context all kinds of correlations
Event streams describe the possible I/O timing of tasks ahdtween activating events that go beyond the possible timing
are characterized by appropriate event models such as periaficonsecutive events in one event stredmter event stream
events with jitter or bursts and sporadic events. At the systarontexts, initially introduced by Tindell [13] and general-
level, event streams are used to connect local analyses accareld by Palencia and Harbour [7], consider possible phases
ing to the systems application and communication structurdetween events in different event streams, thus allowing to

In contrast to all known work, SymTA/S explicitly supportscalculate a tighter number of interrupts of a task by other
the combination and integration of different kinds of analysigsks sharing the same compondnira event stream contexts,
techniques known from real-time research. For this purposeinitially introduced by Mok and Chen [6], consider correlations
is essential to transition between the often incompatible evdrdtween successive computation or communication requests,
stream models resulting from the dissimilitude of the locahus allowing to calculate a tighter load for a number of
techniques. This kind of incompatibility appears for instancgiccessive activations of a task. Both types of contexts lead
between an analysis technique assuming periodic events widhhe calculation of shorter worst-case, and longer best-case
jitter and an analysis technique requiring sporadic eventgsponse times. Our contribution lies in the generalization of
In SymTA/S we useevent model interfaces (EMIFsHnd intra event stream contexts, the combination of both types of
event adaptation functions (EAF#) realize these essentialcontexts during analysis, and explicit distinction between dif-
transitions [9]. ferent types of events on one hand, and different task behaviors

I. INTRODUCTION

II. THE SYMTA/S APPROACH
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Fig. 1 - SYMTA/S WITH SYSTEM ON CHIP EXAMPLE

on the other [3]. The latter is crucial for subsystem integratido the discovery of several pareto optima. More precisely, each
and compositional performance analysis, since different typgslution represents a certain trade-off between two or more
of events are a property of the sender, while different behaviarsjectives, leaving it to the designer to decide which solution
are a property of the receiver. to adopt.

IV. OPTIMIZATION V. SENSITIVITY ANALYSIS

One strong point of performance analysis is that evenThe analysis techniques known from literature calculate
complex systems can be analyzed in very short time. This fdbe timing behavior of a specific system considering a pre-
provides the possibility to perform architecture exploratiomefined set of input parameters (core execution times of
Exploration is needed, since manual optimization is very timasks, activation periods, input jitters, etc). Such solutions are
consuming for distributed systems due to the multitude efifficient for the verification of the performance of a given
complex hard to track performance dependencies betweststem.
tasks. However, in a realistic system design process it is important

In SymTA/S we experiment with evolutionary algorithms tdo understand the effects of small parameter variations on
optimize distributed systems. Thereby, the search space agdtem performance, as such variations are inevitable during
the optimization objectives can be multi-dimensional. Searainplementation and integration. Capturing the bounds within
parameters include mapping of tasks onto different resourcediich a parameter can be varied without violating constraints
changing priorities on priority-scheduled resources, time sloffers more flexibility for the system designer and supports
sizes on TDMA or round robin scheduled resources, affigture changes.
modifying resource speed. Since shapers in SymTA/S allowDifferent system parameters can be used as basis for the
to control the timing of events and data between connecteensitivity analysis [5], [14]. An example is an exact char-
components (see section Il), additional optimization is possikdeterization of the variation bounds of core execution times
due to systematic traffic shaping. or activation jitters, such that timing constraints are always

Performing a multi-objective optimization inevitably leadsatisfied. Another example is the dependency between input
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The system in Fig. 1 represents a SoC consisting of a micro-
controller (C), a digital signal processoDSP and dedicated
hardware W), a!l connected via an _on-chlp buBYg. The [ Constraint # output | event model fitel
HW acts as an interface to a physical system. It runs one [ 2 [Sig0Ut | Joumam=18 |

task 6ysif) which issues actuator commands to the physical
system and collects routine sensor readisgsif is controlled

by controller taskctrl, which evaluates the sensor data and
calculates the necessary actuator commaotisis activated

by a periodic timertmr) and by the arrival of new sensor data

(AND-activation in a cycle).

The physical system is additionally monitored by 3 sma
sensorsgeng - seng), which produce data sporadically as
reaction to irregular system events. This data is registered
an OR-activated monitor tasknpr) on theuC, which decides
how to update the control algorithm. This information is se
to taskupd on the DSP, which writes the updated controller
parameters into shared memory.

The DSP additionally executes a signal-processing ta:
(fitr), which filters a stream of data arriving at inpsig.in,
and sends the processed data via ougigiout. All commu-

TABLE IV - MAXIMUM JITTER CONSTRAINT

Table V shows the calculated response times of the com-
Hutation and communication tasks with and without taking
Into account inter event stream contexts. We observe that
e exploitation of context information leads to much tighter
re%ponse time intervals in the given example. This in turn
quduces the calculated worst-case values for the constrained
parameters. Table VI shows that, in contrast to the inter
context blind analysis, all system constraints are satisfied
s\1¥hen performance analysis takes inter event stream context
information into account. In other words, a context blind
analysis would have discarded a solution which is in reality

nication (with the exception of shared-memory on B®P is valid.
carried out by communication task4 - c5 over the on-chip [comp tasK ReSRiind | RESRens|| comm. task§ ReSRiina | RESRens]
Bus mon [10,36] |[20,36] || cl B8 |68
: - sysif [15.17] |[15,15] || c2 [412] |[4.4]
Computation and communication tasks shall have the core | (215 |[1215] || c3 416 |[812]
execution times listed in table | (i.e. assuming no interrupts). upd (5.22] |[5,22] ||c4 [4.28] | [8,20]
We assume the event models at system inputs specified in L& [20,53] |[20,53] || c5 [432] |[8:32]
table II. In order to function correctly, the system has to satisfy TABLE V - CONTEXT BLIND AND SENSITIVE ANALYSIS
the path latency constraints and the maximum jitter constraint
at sig out listed in tables Il and IV.
[ comp. tasK core exe. timg comm. tasK core exe. timg [ constraint # inter context-blind inter context-sensitiy
mon [10,12] cl [8,8] 1 74 70
sysif [15,15] c2 [4,4] 2 35 27
fltr [12,15] c5 [4,4] 3 130 120
upd (5.5] c3 [4.4] 4 11 3
ctrl [20,23] ca [4,4]

TABLE VI - CONSTRAINTS CONTEXT BLIND AND SENSITIVE
TABLE | - CORE EXECUTION TIMES

[input | event model ] B. Optimizations

sens | sporadic, % — 1000 Let us now try to optimize our example architecture. Op-
e zgggg:gﬁzz;gg timization objectives are the four defined constraints. We try
sigin | periodic, B, — 60 to minimize the latencies on paths 1-3 and the jitter at output
tmr | periodic, Bm = 70 sigout

TABLE Il - INPUT EVENT MODELS In the first experiment our search space consists of the

priority assignments on thiBUSand theDSP. Table VII shows
the existing pareto optimal solutions. In the first two columns,
) tasks are ordered by priority, highest priority on the left. In
A. Analysis the last four columns, we give the actual value for all four
We will use static priority scheduling both on tHeSP constrained values. The best reached values for each constraint
and theBus The priorities on theBus respectivelyDSP are are emphasized.
assigned as follows1 > ¢2 > c¢3 > ¢4 > cb andfltr > upd> As we can observe there are several possible solutions, each
ctrl. with its own advantages and disadvantages. We also observe



[#]Bustasks [ DSPtasks [ con. 1] con. 2] con. 3] con. 4] [#]Ac1[Ac2[ Ac3 [AcA [ Ac5 [Aupd[ Afltr T Actrl [ Asys if] Amon]
1|cl, c2 c3 c4, c5| upd fltr, ctrl 55 42 120 18 1|0 0 1.11{3.33/10 |0 0 7 13 3.66
2| cl, c2, c4, c3, ¢5| upd fltr, ctrl 59 42 112 18 2|0 0 3.66| 4 18 |0 0 7 21 2.33
3| c2 cl, c4, c5, c3| upd fltr, ctrl 63 42 96 18 3|0 4 0 3.33]135|1 3 3 13 2
41 cl, c2, c3, ¢4, c5| fltr, upd ctrl 70 27 120 3 410 0 0 0 0 0 0 5 5 1

50 2 0 5 0 1 2 3 3 0.66

TABLE VIl - PARETO OPTIMAL SOLUTIONS
TABLE X - SENSITIVITY ANALYIS : CORE TASK TIMES(WITH SHAPER)

[#]Bustasks [ DSPtasks [ con. 1] con. 2] con. 3] con. 4]
1|c2 c1, c3 c4, 5| upd fltr, crtl 59 42 120 18
2| cl, c2, c4, c3, ¢5| upd fltr, ctrl 63 42 112 18 VIl. CONCLUSION
3 c3 c2 cl, c4, c5| fltr, upd ctrl 64 35 120 11
4]c2 cL c5c4 c3|upd fitr, ctl | 67 | 42 | 96 | 18 In this paper we gave a brief overview about the SymTA/S
5| c2 c3 cl, c5 c4|fltr, upd ctrl | 68 31 134 7

approach. We shortly reviewed the underlying coupling tech-
TABLE VIII - PARETO OPTIMAL SOLUTIONS SHAPER AT MON OUTPUT nique USing event Streams, enab"ng SymTA/S to Combine
different kinds of analysis techniques known from real-time
research. Afterwards we introduced a SoC example containing
multiple inputs with AND- as well as OR-activation and
that in each solution one constraint is only barely satisfieiinctional cycles. We analyzed the system and saw that the
A designer might want to find some alternative solutiongonsideration of system contexts can considerably tighten
where all constraints are fulfilled with a larger margin to thgnalysis bounds. We then explored the optimization potential.
respective maximum values. We found several pareto optimal solutions for different opti-
We extend our search space by using a shaper at the oufpifation objectives. In the last part we analyzed sensitivity of
of taskmon This is a good place to perform traffic shapingghe pareto optimal solutions. We characterized their robustness,
because the OR-activation ofoncan lead in the worst-caseand thus their flexibility for later system changes.
scenario to bursts at its output. More precisely, if all three
sensors trigger at the same tinmonwill send three packets " o Hon ) ’ e
; ; : ; : T 1] Arne Hamann, Rafik Henia, Marek Jersak, Razvan Racu, Kai Richter,
Ov_er theBUS with a c,“Sta,nce of ;I'O tlme, units, which is its and Rolf Ernst. SymTA/S - Symbolic Timing Analysis for Systems.
minimum core execution time. This transient load peak affects hitp:/mww.symta.org/
the overall system performance in a negative way. [2] M. Jersak and R. Ernst. Enabling scheduling analysis of heterogeneous
. . . systems with multi-rate data dependencies and rate intervalBroa
Table VIil shows paret_o optlmal_s_olutlons_ using a shaper at oy, Design Automation Conferenognnaheim, USA, June 2003.
the output ofmonextending the minimum distance of events[3] M. Jersak, R. Henia, and R. Emst. Context-aware performance analysis
at the output ofnonto 12 time units, and thus weakening the fordegicient Embedd(egASTyEstoe‘?}l desian- Rroc. '\af Dﬁsg%%futomation
H . an est in Europe '04Paris, France, Marc .
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be buffered at any time. Special Issue on Codesign for S0ZD04.
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