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Abstract

Sophisticatednodelsof event streamsincluding jitter
and burstsas well asthe possibilityto specifya variety of
system-leeltiming constaintsare prerequisitegor modern
analysisand synthesigedniquesin the area of embedded
real-time systems. Currently there is no commonlyused
specificationthat modelseventsand timing constaints in
a suficiently geneml way: In this paper wefirstidentify a
duality betweereventmodelsandtiming constrmintsandas
a result presenta specificationthat can be usedfor both.
Our specificationcovers mostcurrentanalysisand synthe-
sistechniquesand is easily extensible We thenshowhow
theduality betweereventmodelsandtiming constaintscan
be appliedat different pointsin a designflow. A real-time
videotransmissioris usedasan example

1 Intr oduction

Embeddedeal-timesystemsoperaten an ervironment
with which they interact,e.g. by sendingor receving sig-
nalsor data. Furthermorethe ernvironmentimposegiming
constraintsuchasexecutionratesor input-outputiatencies
onthe system.Eachinteractionof systemandervironment
canbeviewedasanevent. Dependingonthecharacteristics
of eventsandtiming constraintsdifferentdesigndecisions
have to betaken. Both the modelingof eventsandthe spec-
ification of timing constraintsarethusintegral partsof the
specificatiorof embeddedeal-timesystems.

Different system-lgel analysistechniques,n particu-
lar schedulabilitytests, and synthesistechniquessuch as
schedulingor partitioning strategjies, make different as-
sumptionsaboutevent models,timing constraintsas well
asthe target architecture. Thereis no single analysisor
synthesigechniquethat candealwith the full complexity
of timing constraintseventmodelsandtargetarchitectures.
The combinationof multiple techniquess thusbecoming
increasinglyimportantdue to the growving embeddedsys-

tem compleity and heterogeneity To facilitate this com-
bination, a specificationfor event modelsandtiming con-
straintsis desirablewhichis expressve enougho coverthe
differentassumptionsnadeby differenttechniques.How-
ever, currentlythereis no commonlyusedspecificatiorfor
this purpose.

In this paperwe first shav a duality betweensystem-
level timing constraintsand event models. This allows us
to usea commonspecificationfor both, which, depending
on the designers viewpoint, is interpretedeitherastiming
constraintsor eventmodels. Our specificationsatisfieshe
following 3 requirements.

(1) Specificatiorshouldhapperat a naturallevel of ab-
straction. The designershouldbe ableto describewhat he
wants, not how to achieve it. This requiresa cleansepa-
ration betweentiming constraintandeventmodelson one
hand,andtiming mechanismsuchasclockson the other
(2) Thespecificatiorshouldbeexpressveenougho covera
variety of eventandtiming constraintmodelsemployed by
currentsystem-leel schedulabilitytests,schedulingtech-
niguesfor Real-Time OperatingSystemgRTOS)andhard-
ware/softvarepartitioningtechniquesCombinationof dif-
ferenttechniqueshouldbe supportedo overcomehelim-
ited applicabilityof each,in orderto allow modeling,analy-
sisandimplementatiorof comple, heterogeneousystems.
(3) Thespecificatiorof eventmodelsandtiming constraints
shouldnot dependn languagesisedfor systemdesign.

Theremainderf the paperis structuredasfollows. Af-
ter anoverview of relatedwork, we compareaventmodels
andtiming constraintsn Sec.3. Basedon this compari-
son,a duality betweerneventmodelsandtiming constraints
is identifiedin Sec.4, anda commonspecificationis pre-
sentedln Sec.5, threeclasse®f timing constraintgespec-
tively eventmodelsareintroducedwhich togetherare suf-
ficiently expressve for mostmodernanalysisandsynthesis
techniques.System-leel designflow issuesarediscussed
in Sec.6. Thisis followedby avideotransmissiorexample
in Sec.7 anda conclusion.



2 RelatedWork

A variety of schedulabilitytests,schedulingtechniques
for RTOSesand(co)synthesisnethodsxist thattargetreal-
time systems.Their combinedpurposeis to allow conser
vative, but as accurateas possibleanalysisof the system
behaior, andto basesynthesigdecisionson this analysis.
Eachof thesetechniquedias(amongothers)restrictionsin
termsof timing constraintclassesandevent modelclasses
thatcanbe consideredandthushaslimited applicability.

Ratemonotonicscheduling(RMS) [5] is a well-known
real-timeschedulingalgorithm. It assumegperiodictaskar
rival times, no data-dependencidsetweentasks,requires
taskdeadlineto be at the end of their periodand provides
worst-caseesponsegimesfor eachtask. Lehoczly [4] pro-
videsa moregeneralanalysisof single-CPUstatic-priority
systemawith arbitrarydeadlinesin theanalysisy Yenand
Wolf [9] periodictasksrunningon a distributedsystemare
assumedwherea taskhasa fixed periodanddeadlineand
consistsof processesvith data-dependenciesThis work
considershest-casevaluesfor processexecutiontimesin
additionto worst-casevaluesto captureschedulinganoma-
lies.

Otherwork, e.g. by Tindell [8] acknavledgesthe fact
that realistic systemsexhibit communicationjitter and
bursts. Tindell considersperiodic taskswith arrival-time
jitter, as well as sporadicallyperiodic tasksthat are exe-
cutedasa resultof burstsof arriving events. However, no
data-dependencieseallowed,andlikein [4] theanalysids
limited to single-CPUstatic-prioritysystemsin [6], arrival
time jitter and upperand lower boundson responsdimes
areconsideredFormulasfor eventpropagatiorthroughout
asystemarepresented.

The co-synthesisystemsCOSYMA [7] andVULCAN
[2] considemeriodicinput eventsand periodicoutputcon-
straintsaswell asworst-casénput-outputdelayconstraints.

Recently we presented small, yet powerful setof pa-
rameterizablesystem-lgel timing constraintg3]. We use
themashbasefor the specificationof eventmodelsandtim-
ing constraintsin the work presentedn this paper This
work is conductedas part of the SPI (System Property
Intenals) project[1], which hasthe goalto enableglobal
systemanalysisjn orderto allow reliableandoptimizedim-
plementatiorof heterogeneouslgpecifiedembeddedeal-
time systemsn heterogeneouarchitectures.

3 Event ModelsversusTiming Constraints

An embeddedystemis designedo interactwith a cer
tain ernvironmentwhile obeying certaintiming constraints
(andothertypesof constraints).Throughoutthis paper we
usethe generalterm ‘event’ to referto any form of com-
munication. In most cases,event timing cannotbe spec-

ified exactly. Likewise, the specificationof exact timing
constraintstypically over-constrainshe designspaceand
in mary casess notimplementablatall. Theapproactwe
follow is thereforeto specifytiming constraintsand event
modelsusingintervals.

A systemmay be a subsystemof a larger function,
in which casethe ervironmentincludesother subsystems
whichhavealreadyor areyetto bedesignedThefollowing
distinctionsand relationshipsetweensystem,event mod-
elsandtiming constraintshold independenbf the level of
granularityof thedesign.

Event modelsconstrain the range of possible
timing of the environmentof a system.

A correctly implementedsystemmust be able to deal
with the full rangeof possibleeventtiming. Sincesuchan
implementationis consenrative, it will typically be ableto
dealwith alargerrangeof eventtiming thanspecifiedn the
eventmodel,without violating its constraints.

Eventmodelsareprimarily of concernfor the designof
timing mechanismat the input of the system. They can
alsoinfluenceoutputtiming, if the eventis modeled,that
theenvironmentreadsdatafrom the system.

Timing constraints constrain the range of ac-
ceptable timing of the systemitself.

A correctlyimplementedystemmustnot exhibit timing
behavior outsidethe rangeof its timing constraints.Since
suchanimplementations consenrative, therangeof its tim-
ing behavior will typically be smallerthanthe rangeof its
timing constraints.

Timing constraintstemfrom requirementsiboutthe ex-
ternally obsenabletiming behaior of a system.They are
usedboth to constraintiming of individual systemparts
(e.g.executionrates executiontimejitter), andof groupsof
systemnparts(e.g.lateng alongapath,synchronizedxecu-
tion times). They are primarily relevantfor outputtiming,
but canbe usefulfor inputtiming, e.g.to samplea continu-
ousvaluewithin certaintime intervals.
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Figure 1.Input event model and output timing
constraint (a); Output event model and input
timing constraint (b)



As two simple examples,considerFig. 1. In (a), pro-
cessP1 is samplingacontinuoussignal. Thesamplingrate,
which mayhave amaximumallowablejitter, is enforcedus-
ing anexecutionrateconstrainRC? atits input. Theoutput
eventstreamndicategeriodicreadingof thesystenmoutput
by the environmentenv. This eventmodeldetermineghe
valid outputtiming of the process.

On the otherhandin (b), we have modeleda periodic
eventstreamenv attheinput of processP2. P2 performs
sometransformatiorandwrites one outputfor eachinput.
We have also specifiedan input-outputlateny constraint
LC whichconstrainghetiming of eachoutputeventrelative
to the correspondingnput event. If LC is aninterval, the
outputevent streamdoesnot have to be equallyspacedas
indicatedin thediagram.

Note thatin (a), RC could be re-interpretedasa timer
eventwith a maximumallowablejitter at the input of P1,
while env leadsto an input-outputlateng/ constraintin
analogyto (b). Suchre-interpretations always possible
aswill beshavnin Sec.4.

4 Common Specification

In this sectionwe shov how to usea commonspecifi-
cationfor eventmodelsandtiming constraints.We do not
male ary assumptionaboutthe languageusedfor the sys-
tem specificationand merelyrequirethat someway to an-
notatetiming constraintdo systemelementsexists. In our
line of thought,we modelthe ervironmentof the systemas
abstraceventsourcesandeventsinks.

We now applytiming constraintgdo thoseeventsources
or event sinksandinterpretthis in the following way. We
assumehat an abstract eventsource or eventsink always
satisfiedts timing constaints However, sinceit is not part
of the systemwe areimplementingwe have no additional
knowledgeaboutits timing behaior. Consequentlyalso
the event timing betweenthe event sourcesor event sink
on onehand,andthe systemon the otheris neitherknown
nor canbe assumedo betime-invariant. Thereforethefull
rangeof eventtiming within the constraintboundariesof
the event sourcesor event sink hasto be assumediuring
systemdesign. This is re-interpretedas the desiredevent
model.

It is thusa matterof interpretationwhethera particular
constructis a timing constraintor an eventmodel. Thein-
terpretationis not tied to the notion of systemprocessand
abstraceventsourceor eventsinkthatwe usedn ourline of
thought.As long assomemeandgo determinegheappropri-
ateinterpretationis provided, a commonspecificationcan
beused.

We illustrateour line of thoughtin Figs.2 and3. Fig. 2
shavsthesystemfrom Fig. 1 (b) extendedby anadditional

1Constraintclassewill beintroducedn detailin Sec.5.

Figure 2. Event model from Fig. 1 (b) re-
interpreted as timing constraint
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Figure 3. Timing constraint from Fig. 1 (a) re-
interpreted as event model

proces$e thatmodelstheabstraceventstreamsource(in-

dicatedby the dashedine). The eventstreamis enforced
by the executionrateconstraintRC atits output,whichre-

placesheeventmodelenv in Fig. 1 (b).

The re-interpretatioralso works in the oppositedirec-
tion. In Fig. 3, the RC from Fig. 1 (a) hasbeenre-
interpretedas a periodic event envs, which triggersthe
samplingof the continuoussignalby P1. The maximum
allowablejitter of RC becomes maximumpossiblejitter
of envs in thisre-interpretation.

5 Constraint- and Event-Classes

A surnwey of modernsystem-lgel analysisand synthe-
sis techniques(Sec. 2) suggeststo use three classesof
eventmodelsrespectiely timing constraints.Theseghree
classeshave beenpresentedn [3] and usedas a specifi-
cation for system-lgel timing constraints. The specifica-
tion is at a naturallevel of abstractionjndependenof the
languagesisedfor systemspecificationandcaneasilybe
extendedf neededWe give a brief summaryhere.There-
interpretationas event modelsis immediatefollowing the
line of thoughtfrom Sec.4.

e RateConstaintsareusedto constrainthe startingand
completiontime of processeqr thereador write time
at a processnput or output. An interval canbe spec-
ified both for the period andthe periodjitter. A rate
constraintcanbe usede.g.to specifyrelaxed periodic
activationby settingthe periodto a fixedvalueandal-
lowing for ajitter interval, or sporadicactivationwith
minimumdistanceby settingthe upperperiodlimit to
infinity.



e Burst Constaints can be usedwhererate constraints
arenot powerful enough A typicalexampleis sending
dataoveranetwork which generatesa burstof paclets.
An interval canbespecifiedor theouterrate,theinner
rate and the burstlength. This modelingfollows the
definitionby Tindell [8].

e LatencyPath Constaints (alsoknown asinput-output
delay constraints)are used to limit the time for
causally-dependemirocessexecutionsalonga certain
path.A lateng interval canbe specified.

No singleanalysisor synthesidechniquecurrentlysup-
portsthe whole rangeof expressieness.This hasimplica-
tionsonthe designflow aswill beshavnin Sec.6.

6 DesignFlow Issues

Divide-and-ConquerDesignFlow Thecommonspecifi-
cationof timing constraintsand event modelsidentifiedin

Sec.4 seamlesslyntegratesinto a divide-and-conquede-
sign flow, which is typical for larger designs. Assumean
embeddedystemconsistingof severalssubsystemsvhich

are designedseparately The following relationshipsbe-
tweentiming constraintandeventmodelsat the boundary
betweersubsystemsanthenbeexploited.

e Forward between subsystemsTiming constraints
which influencepossibleeventtiming at the outputof
thewriting subsystencanbetreatedaseventmodelsat
theinput of the readingsubsystemThis is analogous
to there-interpretatiorusedin Figs.2 and3.

e Badkward betweensubsystemdiming constraintsat
theinput of the readingsubsysteninfluencethe valid
eventmodelat the outputof the writing subsystemin
thenext stepthis modelcanbere-interpretedstiming
constraintsfor the writing subsystenas describedn
Sec.3.

Designlterations In aniterative designflow, designde-
cisionsleadto narroving of eventmodelparametersThis
in turn leadsto relaxationof relatedtiming constraints.

The designers perspectie on what constituteghe sys-
tem and what constituteshe ervironmentcan switch fre-
guentlyduring designiterations.With every switch,timing
constraintdecomeaventmodelsandvice versasimply by
re-interpretinghe specificatiorasdescribedn Sec.4, thus
facilitatingiterative design.

Both aspectsare shawvn in the following example. The
systemin Fig. 4 consistsof aneventsourcePe; with are-
laxedperiodicrateconstrainRC. Onaverage gventsarrive
atprocess$1 periodicallywith periodp, but eacheventcan
be delayedfor sometime within the jitter interval j. The

Figure 4. System with jitter y event arrival is
read periodicall y by an event sink. The sys-
tem has to satisfy latency path constraint LC

outputeventsof processP1 arebufferedin buffer B, from
wherethey arereadperiodicallywith periodp by theevent
sink Pe,. A lateng pathconstrainf_C constrainghe min-
imum andmaximumdelaybetweereventsourceandevent
sink.

A consenrative implementationof P1 hasto assume
worst-caseeventarrival time atits input, andhasto be fast
enoughto alwaysproduceoutputeventsin time. Thisleads
to amaximumlateng constraintfor P1 (not shavn). Out-
put events producedtoo early are bufferedin B to avoid
violating the minimumdelayof LC.

The designemow changesis focusandperformsa de-
signdecisionfor Pe;, whichnarravsthejitter j for eventar-
rival attheinputof P1. This meanghatP1 now hasmore
time left to executeits function in the worst case. There-
fore, the upperboundof its latengy constraintinterval can
beincreased.

Technique Limitations As mentionedin Sec. 2, event
models timing constraintsandanalysisandsynthesigech-
niguesare strongly related. Therefore,the event models
selectedby the designermay be incompatiblewith those
neededor analysis.

To give anexample,considera procesghatis activated
by aburstyeventstream put the known analysigechniques
for the processassumeperiodicmodels.In suchcasesthe
designhasto be modified e.g. using additionalbuffers to
smootherthe burstsof events,at the costof increaseda-
teng. This hasto be consideredn the alreadymentioned
iterative designflow. Not only the parametewaluesof the
modelsmight changeduring iteration, but alsothe type of
modelitself. Designmodificationin orderto enabletiming
analysisis thusa trade-of to designoptimization. Future
work includesinterfacing betweendifferent event models
to automaticallyderive the requireddesignmaodifications,
ratherthanleaving this problemto thedesigner
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Figure 5. Video transmission example

7 Example

Our applicationexampleis a hypotheticalmodel of a
real-timevideo transmissiorshavn in Fig. 5. We arede-
signing the bus interface IF, which readspaclets from a
bus,andthevideodecodeDec, which generatesnevideo
frame from ni paclets. The cameraand video encoder
CEn, thebus Bus andthe displayDis areconsideredhe
ervironmentof the system(indicatedby dashedines). The
busis sharedwith othertraffic (not shavn).

Eachoutputeventsof CEn representapaclet. Thegen-
erationof pacletsfrom a video frameis modeledusinga
burst constraint. The outer period po is 100 time units,
which mightrepresengl—0 of asecondatypicalframeratein
videotransmissionThe innerperiodpi is 1 time unit, and
theburstlengthni is aninterval betweenl5 and50 paclets
perframée®. ThedisplayDis readsheoutputof thedecoder
periodicallywith p = 100 time units (i.e. equalto therate,
at which framesare generated).A lateny path constraint
LC; of 800 time unitsbetweerthe encoderndthe display
is specified. The valueis equalto the maximumdelayre-
quiredfor the real-timevideo transmissiorin our applica-
tion. Thelower boundhasto be setto the samevalueasthe
upperbound,otherwiseit is possiblethat a frame will be
displayedmorethanonceor not atall. Of coursewe can-
not assumehat decoderDec will always produceframes
exactly at the right time. Therefore,framesproducedtoo
earlyhave to be buffered.

We now assumethat the Bus delayseachpaclet be-
tween300 and 700 time units, dependingon traffic. This
information can be modeledas a lateng path constraint
LC, over the bus as showvn in Fig. 6. As explainedin
Sec.4, atiming constraintappliedto an elementmodeling
theernvironmentisinterpretecasaneventmodel. Combined
with theinformationaboutthe burstyoutputeventsof CEn,
eventarrival attheinput of IF cannow be modeled.

Assumethat we wantto implementlF in hardwareand
Dec in software, and that we want to scheduleDec to-

2|n reality thosenumberswould be different.
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Figure 6. Video transmission example includ-
ing packet delay on the bus

getherwith someotherprocessegwhich for simplicity are
not shawvn in the diagram). Thetiming analysistechniques
we have available requirea periodic activation of Dec to
be applicable.lt is thereforenecessaryo buffer the bursty
outputof IF sothatDec canbe activatedperiodically We
have to introducea paclet buffer as describedin Sec.6,
TechniqueLimitations. As a benefit,periodicactivation of
Dec will probablyalsoreducethe sizeof the framebuffer
betweerDec andDis, potentiallyto oneframeif thepaclet
buffer is largeenoughthatall waiting canhapperthere ,and
if somesynchronizatioomechanisnbetweerDec andDis
is provided. This is efficient, sincethe frame hasalready
beende-compressedly Dec andthusconsumesnoremem-
ory thanthe correspondingaclets.

Let usassumehattheimplementatiorof IF in hardware
leadsto a constaninput-outputdelayof d;r = 1 time unit
for every paclet received. The size of this delay together
with LCy, LC, andthe propertiesof the encoderoutput,
allow us calculatethe availableexecutiontime LC5 for the
decoder Theworst-caserrival time for all pacletsneeded
for oneframeattheinput of thedecodetis
(Nimaz —1) *Pimagz +LCa,,,, +drr = 49+ 70041 = 750

mawz

time units. ThedecodeDec thushasonly 50 time units



in theworstcaseo executefrom themomenthelastpaclket
of aframearrives. Let usnow assumehatworst-caseexe-
cutiontime analysisdetermineghatthe decodercannotbe
scheduledo satisfyits deadline.In this situation,the anal-
ysiscanberepeatedvith laterdeadlinedor Dec, until one
is found that canbe satisfied. For the whole transmission
to work, pacletssimply have to arrive earlierat theinput of
the decodery a time equalto the differencebetweenthe
two deadlines.

Onesolutionto this new timing constraints to increase
thepriority of thevideopacketsonthe Bus, suchthattheir
maximumdelay is sufficiently reduced. To perform this
changethe designethasto switchthe system/ewironment
roles.Thebus becomeshe system,bus interface and de-
coderbecomethe ernvironment. The schedulingtechnique
identifiedfor Dec leadsto an eventmodelwhich specifies
thetimeintervals,duringwhichthedecodemayreadpack-
ets. Providing the pacletsin time becomes timing con-
straintfor the outputof thebus.

8 Conclusion

In this paperwe highlightedthefactthatcurrentlythere
is no methodologyto modeleventsandsystem-lgel timing
constraintsn a sufiiciently generalway in the areaof em-
beddedreal-timesystems.However, sophisticatednodels
of event streamsncluding jitter and burstsaswell asthe
possibility to specifya variety of system-lgel timing con-
straintsare prerequisite$or modernanalysisandsynthesis
techniques. As a steptowardsa suitablemodel, we first
identified a duality betweeneventmodelsandtiming con-
straintsandasa resultpresentec specificatiorthatcanbe
usedfor both. We thendiscussediesignflow issuesandis-
suesthatarisewhencombiningdifferentanalysisandsyn-
thesistechniqueswith restrictedassumptionsaboutevent
modelsandtiming constraints.The feasibility andapplica-
tion of our approaclhwasshavn usingthe designof avideo
transmissiorasanexample.

In the future, we are planingto practicallydemonstrate
our approachin the contet of the SPI project. While the
design-flav is understoodthe biggestchallengewill beto
applyanalysigechniqueswvith restrictedassumptionabout
eventmodelsandtiming constraintgo a systemspecifica-
tion thatinitially doesnot matchthoseassumptionsClos-
ing the gap betweenspecificationand analysisprovides
mary researchopportunitiesto improve on existing tech-
niguesin particularthosethatconsidejjitter andbursts.Fu-
turework alsoincludesinterfacingbetweendifferentevent
modelsto automaticallyderive the requireddesignmodifi-
cations ratherthanleaving this problemto the designer
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