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Abstract—Modern space probes such as Solar Orbiter employ
a SpaceWire network to connect to on-board compute(OBC),
solid state mass memory (SSMM), and scientific instments.
Management of SpaceWire links within scientific insuments is
typically performed by a data processing module (DMI)
featuring a space qualified processor that is exeting on-board
software. To adapt to changing mission requirementsaccount
for failures and fix possible software bugs, the abty of
uploading and patching instrument software is mandtory.
However uploading and over-writing of the softwares boot
image cannot securely be performed by the softwaréself. If
over-writing the boot image fails, the remaining inage might be
corrupted. So the processor may not be able to rebb
successfully and no further upload would be possiel Therefore
reception of uploaded patches must be performed byan
independent entity. Currently, this is accomplished by a
dedicated boot loader in separate memory area, toebqualified
according to ECSS criticality category B. This boot dader
processes uploading of patches and copies them toetsecond
boot area, where the actual software including theoperating
system is stored. Due to the opportunity of moderprocessors to
handle SpaceWire RMAP accesses (e.g. SpRIC, UT699,
GR712RC [1], or upcoming NGMP [2]), it would be posible to
perform uploading and patching of the instrument sétware
independent of software execution using RMAP. This weuld
dramatically simplify the development, eliminate thke need for a
class-B qualified boot loader, and will inherently improve
reliability, as reception of patches would entirelybe performed
by hardware. This paper presents a possible updatend patch
process for boot images using hardware based RMARdtures.
Furthermore implications of the standard ECSS servies
affecting such patching routines are discussed.

Index Terms—SpaceWire, boot
loader, CCSDS PUS.

RMAP, in-flight update,

|. INTRODUCTION

In modern scientific instruments a data processioglule
(DPM) handles processing of science data, instrtimentrol,
and telecommand (TC), telemetry (TM) and housekeppi
(HK) communication. To receive TC and send TM arii td
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the on-board computer (OBC) and solid state masmane
(SSMM) modern space probes such as Solar Orbiter or
BepiColombo are equipped with a SpaceWire netwdiie
DPM typically features a processor running instrome
software to process TC, generate TM and HK, andopar
instrument control. The instrument software isestioin a boot
memory contained in the DPM and is booted autoratyfion
power up. Due to changing scientific mission regunents or
handling of unexpected difficulties with the instrent, this
software may need to be exchanged or updated.dfortine, if
in disregard of instrument changing scientific riegments, the
instrument was equipped with software that canreffiked
and updated it would be required to completely ifyuahe
software to almost highest ECSS criticality catggorhis
causes additional effort and limits possibilitiése| dynamic
memory allocation. Dynamic memory allocation in ntuis
essential for fast external interfaces using dineemory access
(DMA).

[I. TELECOMMAND (TC) AND HOUSEKEEPING(HK)
STANDARDS AND STRUCTURE

The standard for data structures in TC, TM, andpdiskets in
ESA spacecrafts is ECSS-E-70-41A [3], which is Haea

guidelines agreed on in the Consultative CommifbeeSpace
Data Systems (CCSDS) such as reference documenttjé]
standard ECSS-E-70-41A [3] is a packet utilizatgtandard
(PUS), defining the packet structure and a settahdard
services. For TC packets arriving at a scientifitiument, the
defined structure is depicted Figure 1 Also this PUS [4]
defines a set of standard services. These serafeefsinctions
of the commanded entity e.g. the instruments DPRbisbing

of a command, an action, and if applicable a reflge

standard services are listedTiable 1

For a particular spacecraft the contractor builditige
spacecraft platform performs a tailoring of thiargtard and
selects mandatory and optional services, the pdyloa
instruments must be able to perform.
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Figure 1 : CCSDS packet structure as refined by&EES0-41A [3]

Table | : Table 1 standard service defined by EES®-41A [2]

Service Type Service Name

1 Telecommand verification service

2 Device command distribution service

3 Housekeeping & diagnostic data reporting service
4 Parameter statistics reporting service

5 Event reporting service

6 Memory management service

7 Not used

8 Function management service

9 Time management service

10 Not used

11 On-board operations scheduling service
12 On-board monitoring service

13 Large data transfer service

14 Packet forwarding control service

15 On-board storage and retrieval service
16 Not used

17 Test service

18 On-board operations procedure service
19 Event-action service

Within that standard set of services, the servieg tan be
used to update the instrument software is servisabdype 2
“Load Memory using Absolute Addresses service”.effan
upload and storing of a new software version haishied, the
DPM would simply have to be rebooted. There is tamdard
service for rebooting a payload instrument; onesjmilgty is

to use the service 8 subtype 1 “Perform functiontmuse a
set of private services, if they are allocatedtfer mission, to
implement the reboot function. It is not sufficieifita boot
loader supports only these two services, instead kbot
loader must also implement a set of minimal stashd@lUS
services, so that spacecraft requirements for nalniperation
are fulfilled and the spacecraft allows further i@pien and
does not power down the instrumenfable Il lists an
exemplary set of services.

Table Il : Exemplary collection of a set of sengce

Minimal services that need to be supported

Service 1: TC Verification Service

™ 1 1 TC acceptance success report
™ 1 2 TC acceptance failure report
™ 1 7 TC execution success report
™ 1 8 TC execution failure report

Service 6: Memory Management Service

TC 6 2 Load data into memory area using absoluteess
TC 6 5 Dump memory area using absolute address
™ 6 6 Memory dump using absolute address Report
TC 6 9 Check memory area using absolute address
™ 6 10 Memory check using absolute address Report

Services for which the boot loader may need to igeea reply

that avoids tripping error detection by the OBC

Service 3: Housekeeping and Diagnostic Data Remp8ervice

™ | 3 | 25 | Housekeeping Parameter Report

Service 5: Event Reporting Service

™ 5 1 Normal / Progress Report

™ 5 2 Error / Anomaly Report - Low Severity —~Wargi

™ 5 3 Error / Anomaly Report - Medium Severity rdaind Action
™ | 5 4 Error / Anomaly Report - High Severity - @oard Action

Service 9: Time Management Service

Service 17: Test Service
™ 17 1
™ 17 2

Connection Test Response

Connection Test Response Report

Service 19: Event-Action Service

TC 91 Add an Event to the Detection List
TC 19 4 Enable Actions
TC 19 5 Disable Actions

I1l. CCSDSY PUSSERVICES INSPACEWIRE PACKETS

In SpaceWire packets a protocol identifier defirtes
packet type [6]. RMAP is assigned to the protocntifier
value 0x01 and the CCSDS packet transfer protecassigned
to the protocol identifier value 0x02. [7] definkew packets
of the CCSDS packet transfer protocol are transchithrough
a SpaceWire network by appending addressing, pwbtoc
identifier, a reserved and user application bytheaistart of the
packet and an EOP marker at the end of the pasetfigure
2.

Figure 2 : SpaceWire packet transporting a CCSD®giaas defined by [6]

ECSS-E-ST-50-53C

Target Spw Address Target Spw Address Target Spw Address
Tarfz;::::ml Protocol Identifier Reserved = 0x00 User Application
e CCSDS Packet CCSDS Packet CCSDS Packet
(First Byte)
Target Spw Address CCSDS Packet
CCSDS Packet
CCSDS Packet (Last Byte) EOP ‘

IV. BOOT MEMORY OPTIONS AND ARCHITECTURE

In order to avoid the effort of qualifying the asti
instrument software to highest ECSS criticalitydleand allow
for updates during space flight, current DPMs (sasHor the



bus can be read and written by RMAP. Therefor¢hallcores
Solar Orbiter) have a two stage boot process, pistéd in the on the processor's AMBA bus including the debugpsupunit
system in Figure 3. The default boot memory addragge (DSU) can be reached. On ground the software deiwugg
(Ox0000 0000-OxOFFF FFFC) of the employed LEON(GRMON) can connect to the processor through ttee&Wire
processor connects to a non-volatile memory coimgira  interface without requiring an additional debug mector. Also
minimal boot loader plus an additional boot memwathjch is  on ground the second boot memory in the NOR-flashritten
larger in storage and the content of which candobanged. In by uploading the boot image and a small progranth®
the case of Solar Orbiter PHI DPM a minimal PROMmmey  processor's working memory and then starting theallsm
could be implemented within the Microsemi RTAX2000 program that copies the boot image from working memo

Polarimetric and Helioseismic Imager (PHI) instrumnen

system FPGA and a redundant NOR-flash is usedote she  the NOR-flash.
second boot image, which includes an RTEMS operatin
system and the complete instrument software. Tlséc d@ot
loader will need to initialize processor registaand the
SpaceWire interface and implement a basic driver tf@
SpaceWire interface. As the SpaceWire interfagaracessors
such as the GR712 RC [1] uses direct memory acaess
substantial amount of software complexity and toeesboot
loader size is required. Subsequently the booteloaéeds to
perform basic TC and TM handling and check if adaip of
the boot software needs to be performed. As NOstiftaannot
be written directly like a simple SRAM device, aiver
performing defined program sequences also need$eto
integrated in the boot loader.

. LEON3-FT
SpaceWire
Spacecraft <»f LVDS driver Processor
e.g. GR712RC
< Processor’s memory bus >
v
1st Bootloader Mian
Boot
Boot or| FPGA Memory
PROM logic e.g.
NOR-Flash

Figure 3 : Instrument data processing module bahary set-up

V. REMOTE MEMORY ACCESPROTOCOL(RMAP)

The SpaceWire Remote Memory Access Protocol (RMAP&VI

is a protocol that works over SpaceWire. This Rrot@llows
reading and writing memory remotely in a SpaceWiogle.
RMAP is defined in ECSS-E-ST-50-52C [5]. A memorsites
transaction is depicted in Figure 4 and it cono$tSpaceWire
addressing, protocol identifier, instruction, kegply address,
initiator logical, transaction identifier, addredsata length, data
and CRC-byte. In many radiation hard processord) s e.g.
the Aeroflex Gasiler GR712RC [1] the Aeroflex UT76€.
the RMAP protocol is supported directly in hardwdrethese
devices even the complete address space from tregwor
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Figure 4 : SpaceWire packet containing an RMAPexcbmmand (as given
by ECSS-E-ST-50-52C [4])

VI. USING RMAP FOR UPDATE OF INSTRUMENT SOFTWARE

As the boot memory update procedure on ground aseg
the SpaceWire interface, which is also availabethie space
craft's OBC in flight, it seems logical to also ubés procedure
to update the boot software during flight operati®he only
changes that would be necessary are, to createparase
RMAP command for the processor initialization t@EMON
performs in the update process on ground and usé&HRM
safety and error checking capabilities. However RAAP
provides access to all registers including debygpst unit
(DSUV) this is not a problem. Thus a possible upgadeedure
via RMAP for e.g. the GR712RC could consist of:

1) Stopping the software execution of the processgr, b
simply writing to the DSU register “break now”

2) Initializing processor register via DSU includingpgram
counter andAncillary State Registers (ASRs

3) Initializing the interrupt controller, memory cogfiration
registers, and the GPIO controller

4) Disabling breakpoints and the debug mode by writing
the DSU control register and disabling the DSU ReMode
ask register
5) Uploading a program that writes boot memory content
(see step 6) from working memory into the NOR-flash
memory; alternatively this program could alreadyskered in
another memory area and just copied to the workiegnory
to minimize upload data volume, but still beinglaggable by
a newer version if needed

6) Uploading the new boot image via RMAP to the wogkin
memory. This could also be optimized by only uplogd
addresses and chunks of data where a differenites tourrent
boot image occurs (patch)



7) Finally starting the copy to NOR-flash process biting
to the DSU break and single step register, wheryingpthe
data has finished the program can cause the parces®oot
from the new boot image or cause a processor rgaet
register in the supervisor FPGA.

As RMAP features a key byte and can be used witieta
logical address and RMAP cores are able to cheeetltwo
bytes, they can be used as a security check tceptreany
accidental triggering of the steps mentioned abdilke, e.g.
stopping software execution.

VIl. RMAP ACCESSPROBLEMS

Despite appearing pretty straight forward an RM/ARdul
software update procedure has some problems. yFirsthe
many cases such as the GR712 processor the harBV&e
support can be disabled by software, whereby aupted
software image could potentially block any furtteacesses
and disable software updates. Also software can tlset
SpaceWire logical address in the SpaceWire corethef
GR712, which results in the SpaceWire core disogra@iny
data that does not start with this logical addrBsgh of these
problems could be somewhat alleviated by ensurimgect
core settings through the first boot loader andirglthe
processor execution or including a wait beforesbeond boot
loader is started for a sufficient amount of tirAs.this is only
a register access it will not increase the siz¢heffirst boot
loader by a lot.

VIII. CONCLUSION

In the case of Solar Orbiter the ground operatézamnt and
particularly the OBC only offers CCSDS PUS servides

payload instruments. Reasoning this with safety ckbe
performed on the OBC and SSMM, which require a matc
between a SpaceWire packet’'s logical address amd t

application ID (APID) inside the CCSDS data packste
Figure 1. However an RMAP write packet, which ipidted

in Figure 4, starts with instruction, key and, yeptldress bytes [6]

and therefore cannot contain a CCSDS type headgrding
APID which could be used for this safety check.tRemmore
the Spacecraft would need to allow sending a packétthe
protocol ID of RMAP (0x01). As the reply addressRMAP
has 12 Bytes and logical addressing of a single tsyused it
would be feasible to use the remaining 11 bytesdoh header
information. However this only applies to a repgs in a

)

request the position of an APID is the first bgfethe reply
address which is used for routing the reply packet.

Despite these difficulties an RMAP based updategutare
would have several advantages. Such an update durece
would completely eliminate the need of any instrome
software in the update process and thereby beantigmore
reliable. Furthermore, if no software is requirdds software
does not need to be stored, which frees valuabl&AFP
resources or eliminates the need of an additioR&@M, which
would simplify system architecture and processa load as
depicted in Figure 3. Additionally it would redudevelopment
effort and costs, because no boot loader would rieebe
developed and qualified.

In conclusion RMAP would be an elegant, effectinel anore
reliable mean of updating the instrument softward, there is

a lack of harmonization between the two standaotoppls of
SpaceWire RMAP and the CCSDS PUS services andngissi
support by the OBC platform at least in the exemyptase of
Solar Orbiter.
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